Lecture 21: Exchangeability

1 Random Walk

Definition 1.1. Let {X; : ¢ € N} be iid random variables with finite E[|X|]. Let
Sp =Y Xi neN.
k=1

Then the process {5, : n € Ny} is called a random walk.

Definition 1.2. A random walk is called a simple random walk if
PI’{Xl = ].} =1- PI'{Xl = —1}

Remark 1.3. A simple random walk has the interpretation of the winnings of a gambler who
plays a simple coin toss game and wins Rupee 1 if heads and loses Rupee 1 if tails.

Remark 1.4. Random walks are useful in analyzing GI/GI/1 Queues, Ruin systems and even
stock prices.

Definition 1.5. Let X; belong to probability space (S,S, ). Consider the probability space
(Q, F, P) for process {X; : i € N} where

a=1]s, F=1]Is. P=]]n

i€N i€N i€N
A finite permutation of N is a map 7 : N — N such that 7(¢) # ¢ for only finitely many 4.
Definition 1.6. For a finite permutation 7, we define (mw); = wx(;) for all i € N.

Definition 1.7. An event A is permutable if A = 7714 = {w € Q : 7w € A} for any finite
permutation .

Definition 1.8. The collection of permutable events is a o-field called the exchangeable o-field
and denoted by &.

Definition 1.9. A sequence X of random variables is called exchangeable if for each n and
permutation 7 : [n] — [n], joint distribution of (X1, Xo,..., X,) and (Xr1), Xre2)s- - Xn(n))
are same.

Example 1.10. Suppose balls are selected randomly, without replacement, from an urn con-
sisting of n balls of which k are white. For i € [n], let

Xi = 1{1’“‘ selection is white}»



then (X7i,...X,) will be exchangeable but not independent. In particular, let A = {i € [n] :
X; = 1}. Then, we know that |A| = k, and we can write

(n—k)IE 1

n! (&)
This joint distribution is independent of set of exact locations A, and hence exchangeable. Fur-
ther, we can show that all X; are identically distributed, since

PI‘{XZ :1,i€A,Xj =0,y GAC}:PI‘{A: (il,ig,...,ik)}:

PI‘{Xl = 1,)(27 PN 7Xn} = PI‘{X,‘ = 1,X1, ‘e 7Xi—1aXi7 PN 7Xn}
Further, it can be seen that

k-1

Pr{Xs = 1[X; = 1) = ——

k

Example 1.11. Let A denote a random variable having distribution G. Let X be a sequence
of dependent random variables, where each of these random variables are conditionally iid with
distribution F given A = A.Then, these random variables are exchangeable since

Pr{Xy < 21...,Xn <20} = / T P ()G,
Ai=1

which is symmetric in (z1,...2,).

Theorem 1.12 (de Finetti’s Theorem). If X is an exchangeable sequence of random variables
then conditioned on &, each random variable X; in the sequence is #id.

Proof. Let I, = {i C [n]* : i; distinct}. Then, for a function ¢ : R¥ — R, we can define
1
An(@) = or > (X, Xy, Xy,
k ie]n,k

where (n)y =n(n—1)...(n—k+1). Clearly, A, (¢) € &, measurable and hence, E[A4,,(¢)|E,] =
A, (¢). Since, X is exchangeable, we have

1

(n)k

Since &, — &, we have

An((b) = Z E[¢(Xi1ﬂXi27 s 7X1k)|gn] = E[¢(X1,X2, ceey Xk)|gn]

’L‘EInyk

lim 4,(¢) = Im E[o(Xy1, X, ..., Xi)[E] = E[p(X1, X, ..., Xi)[E]-

Let f and g be bounded functions on R*¥~! and R respectively, such that ¢(xq,...,2) =
f(z1,...,xp—1)9(xr). We also define ¢;(z1,...,x5-1) = f(21,...,2K-1)g(x;), to write

(n)kflAn(f)nAn(g) = Z f(Xilv"'ink—l)Zg(Xm)

i€l k1 m

k-1
Z f(Xi1a"'7Xik—1)g(Xik)+ Z Zf(Xi17"'ink—1)g(Xij)

1€1n 1 i1€1n k-1 j=1

k
(n)kAn(¢) + Z(n)kflAn((bj)'

Jj=1



Dividing both sides by (n); and rearranging terms, we get

k

An(8) = T A Anl9) — 1 D An(),

Using above two results, theorem follows by induction.
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