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1. Let X and Y have a joint pdf

f(x, y) = x + y, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1.

Are X and Y independent?

2. X and Y are jointly continuous with joint pdf

f(x) =

{
cx2 + xy

3 , if 0 ≤ x ≤ 1, 0 ≤ y ≤ 2

0, otherwise.

(a) Find c.

(b) Are X and Y independent?

(c) Calculate Cov(X,Y ).

3. Let X and Y be independent random variables distributed uniformly on [0, 1]. Let
U = min{X,Y } and V = max{X,Y }. Calculate Cov(U, V ).

4. Suppose X1, X2, . . . are independent random variables distributed uniformly on (0, 1).

(a) Let N = min{n ≥ 1 : Xn+1 > Xn}. Find the CDF of N and E[N ].

(b) Let N = min{n ≥ 1 :
n∑

k=1

Xk ≥ 1}. Find the CDF of N and E[N ].

5. Let (Ω,F , P ) be a probability space, and let X : Ω→ [0,∞) be a nonnegative random
variable defined with respect to F . If E[X] = 0, then show that P (X = 0) = 1.

6. Suppose (U, V ) is uniformly distributed over the square with corners (0, 0), (1, 0),
(1, 1), and (0, 1), and let X = UV . Find the CDF and pdf of X.

7. (a) Give an example for a distribution whose mean and variance are finite.

(b) Produce an example for a distribution whose mean is finite but variance is infi-
nite.

(c) Produce an example for a distribution whose mean and variance are infinite (note
that you are required to produce an example such that mean exists and equals
+∞).
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