Lecture-04: Random Variable

1 Random Variable

Definition 1.1 (Random variable). Consider a probability space (Q),F,P). A random variable X : ) — R
is a real-valued function from the sample space to real numbers, such that for each x € R the event

Alx) 2 {weQ: X(w) <x}=X1(—o0,x] €7
We say that the random variable X is F-measurable and the probability of this event is denoted by
Fx(x) 2 P(A(x)) = P({X < x}) = Po X }(—o0,x].
The function Fx : R — [0,1] is called the distribution function (CDF) of a random variable X.

Remark 1. Since any outcome w € () is random, so is the real value X(w).

Remark 2. Probability is defined only for events and not for random variables. The events of interest for
random variables are the upper-level sets A(x) for any real x.

Definition 1.2 (Borel sets). The smallest -algebra generated by the half-open sets (—co, x] for all x € R is
called a Borel o-algebra and denoted by B(IR). The elements of the Borel o-algebra are called Borel sets.

Remark 3. The event space generated by a random variable is collection of the inverse of Borel sets.

Lemma 1.3 (Properties of distribution function). The distribution function Fx for any random variable X sat-
isfies the following properties.

1. The distribution function is monotonically non-decreasing in x € R.

2. The distribution function is right-continuous at all points x € R.

3. The upper limit is limy_,o Fx(x) = 1 and the lower limit is limy_, o Fx(x) = 0.
Proof. Let X be a random variable defined on the probability space (Q2, F, P).

1. Let x1,x2 € Rsuch that x; < x;. Then A(x7) € A(x2) and from the monotonicity of the probability the
result follows.

2. Forany x € R, consider any monotonically decreasing sequence (x, € R : n € IN) such that lim, x,, = x.
It follows that the sequence of events (A(x,) = X~!(—o0,x,] € F:n € N), is monotonically decreasing
and hence lim, e A(xy) = NyenA(Xn) = A(x). The right-continuity then follows from the continuity
of probability, since

Fu(x) = P(A(x)) = P(lim A(x,)) = lim P(A(x2)) = lim F(x).

3. Consider a monotonically increasing sequence (x, € R : n € IN) such that lim, x,, = oo, then (A(x,) €
F :n € N) is a monotonically increasing sequence of sets and lim, A(x;,) = UyenA(x,) = Q. From
the continuity of probability, it follows that

xlig})oFX(xn) = liirinP(A(xn)) = P(li}rinA(xn)) =P(Q))=1.
Similarly, we can take a monotonically decreasing sequence (x, € R : n € IN) such that lim, x, =
—oo, then (A(x,) € F:n € IN) is a monotonically decreasing sequence of sets and lim, A(x,) =
NneNA(x,) = @. From the continuity of probability, it follows that limy, —, e Fx(x,) = 0.



Remark 4. If two reals x1 < x; then Fx(x1) < Fx(x,) with equality if and only if P{(x; < X < x,}) =0.

Example 1.4 (Constant random variable). Let X be a random variable defined on the probability space
(), F,P) such that X(w) = c for all outcomes w € Q). The distribution function is a right-continuous
step function at c with step-value unity. That is,

Fx(x) = ]l{x2c}'

We observe that P(X = ¢) = 1. Does this make sense? Is {w € Q: X(w) = x} an event for a general
random variable?

Consider a monotonically increasing sequence (x, € R : n € IN) such that lim, x,, = x. Then, the se-
quence of events (A(x,) € F:n € N) is monotonically increasing and hence the lim, A(x,) ={X < x} €
F is an event. It follows that {X = x} = A(x) N {X < x}° € Fis also an event.

Definition 1.5. For a continuous random variable X, there exists density function fx : R — [0,00) such that

Fe() = [ ftu)du.

Example 1.6 (Gaussian random variable). For a probability space (Q), F, P), Gaussian random variable
is a continuous random variable X : () — R defined by its density function

1 x—u)?
fx(x) = ﬁexp <—(202V)>, xeR.

1.1 Discrete random variables

Definition 1.7 (Discrete random variables). If a random variable X : ) — X C R takes countable values on
real-line, then it is called a discrete random variable. That is, the range of random variable X is countable,
and the random variable is completely specified by the probability mass function

Px(x) =P({X=x}), forall x € X.

Definition 1.8 (Indicator functions). For a probability space (Q2,F,P) and any event A € F, we can define
an indicator function 14 : Q — {0,1} as

1, weA,
]lA(w):{O wé A

Remark 5. Indicator function is a discrete random variable.

Definition 1.9 (Simple functions). For a probability space (Q),F,P), a finite n, events Ay,..., A, € F, and
real constants x7,...,x, we can define a simple function X : Q3 — {xy,...,x,} to be

X(w) = iinLAi(w).

Lemma 1.10. Any discrete random variable is a linear combination of indicator function over a partition of the sample
space.



Proof. For a discrete random variable X : ) — X C R on a probability space (), F,P), the range X is count-
able, and we can define sets Ay = {w € Q: X(w) = x} for each x € X. Then (Ay C Q: x € X) partition the
sample space (), and are events from the definition of random variables. We can write

X(w) =) xlu, (w).

xeX

Example 1.11 (Bernoulli random variable). For the probability space (Q2, ¥, P), the Bernoulli random
variable is a mapping X : 3 — {0,1} and Px(1) = p. The distribution function Fy is given by

Fx =(1—=p)Ljp1) + L[1,e0)-
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