Lecture-13: Margin based generalization bounds

1 Margin based generalization bounds

To present the main margin-based generalization bounds for non-separable training data, we introduce
a margin loss function, for the target margin p > 0.

Definition 1.1 (Margin loss function). For any p > 0, the p-margin loss is the function L, : R x R — R
defined for ally,y’ € Ras Ly(y,y") £ ®,(yy’) where

0, [
Dy(x)£<1—x/p, 0<x<p,
1, x <0.

Remark 1. The following statements hold for margin loss function.
(i) The slope of the function ®, defining the margin loss is at most 1/p, thus @, is 1/ p-Lipschitz.
(ii) Margin loss function is monotonic in p, i.e. for any p < p’, we have ®,(x) < ®(x) for all x € R.

Definition 1.2 (Empirical margin loss). Consider binary label set Y = {—1,1} and hypothesis set H C
YX. Given a sample x € X" and a hypothesis i € H, the empirical margin loss is defined as

m

Y @y (yih(xy)).
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Remark 2. The following statements hold for empirical margin loss.
(i) For any i € [m], we can bound the margin loss function 1y, ;(x,)<0} < Pp(Vili(xi)) < Liyn(x,)<p}-
Thus, the empirical margin loss can be bounded as

1 5 1
m Z; Liyn(x)<oy < Ro(h) < m Z% Liyin(x)<p}-
i= =

(ii) When £ is a linear function defined by a weight vector w with ||w| = 1, y;h(x;) is the margin of
point x;. Thus, the upper bound is then the fraction of the points in the training data with margin
less than p.

Definition 1.3. For each i € H C R¥, we can define another map h € R* defined foreachz€ Z2 X x Y
as h(z) £ yh(x). We define the set of function H £ {z+ yh(x) :h € H} C R* , and the family of loss
functions H £ {®,0h:h € H} C [0,1]* where ®, € [0,1]R is the p-margin loss function.

Remark 3. From the definition of loss functions set H and empirical margin loss R,,, we get for any i € H

h(z) = @p(yh(x)),

~ N _

(1,h;) = Ry (h), Rin(H) = Rin(Pp 0 H).

1.1 Linear binary classification
Theorem 1.4 (Margin bound for binary classification). Consider hypothesis set H C RX and p,é > 0, then

p(hDH{R(h) <Ro(h) + iﬂ%m(H) + Zinm(ls}) S1_4,

P(hDH{R(h) <Ry(h) + 29?2(1{) +3 ;ﬂm;}) >1-6.



Proof. From the generalization bound on binary classification using Rademacher complexity, we get
that
1

a<1,sz> + 2R, (H) + 1ln1}) >1-6.

I h(z) <
P(ﬂheH{IEh(z)\ 5-In3

Since 1y,<oy < $p(u) for all u € R, we have R(h) = ]E]l{ﬁ(z)go} =EL{ynx)<oy < EQp(yh(x)) = Eh(z).
Further, 1 (1,h,) = Ry(h) and H = &, o H. It follows that

{lEh() Ro(h) + 2Ry (®p 0 H) + 2}nln(ls}c{R(h)<12,,(h)+zazm(c1>poH)+ }ﬂlnl}.

Since y = ¢(x), there is a one-to-one relationship between H and H, and therefore

N ~ 1 1
P<mh€H {R(h)ng(h)‘i‘z:Rm(q)pOH)‘i‘ 211111’15}> 21—(5

Since @, is 1/ p-Lipschitz, Talagrand’s inequality Lemma implies that Ry, (®, o H) < 1R,,(H), and

=

:Rm(H) =

sup 2 oih

heH i=

= R (H).

—E |sup ) _oyih(x;) | =
heH i=

O

Remark 4. Target margin p is the trade-off parameter in the generalization bound above. Empirical
margin loss R, increases as a function of target margin p, and the complexity term decreases with the p.
If for a relatively large value of margin p the empirical margin loss of & remains relatively small, then &
benefits from a very favorable guarantee on its generalization error.

Remark 5. For Theorem the margin parameter p must be selected beforehand. We next show that
the bounds of the theorem can be generalized to hold uniformly for all margins p € (0, 7] at the cost of a

. /1 2
modest additional term , /- Inlog, ?’

Theorem 1.5. Consider hypothesis set H C R*, § > 0, and margin p € (0,r]. Then,

P( N {R(h)éfip(h)+49€m 1/—lnlog22r \/— }
p<rhcH p 2m
A 4 . 1 2r 1 4
P R(h) < Ry(h) + =R, (H) + 4/ —Inlog, — + 34/ =—1In= >1-
<p<Q€H{ (1)< Ry(0) + 23H) + L inog, 7 3y L 5})

Proof. Consider sequences p € RY and € € (0,1)N. By the previous theorem, we have

p( Unen {R(h) — Ry () > pzkszm(H) + ek}) < exp(—2me2).

Choosing e; = € + /= - Ink for each k € IN, using the union bound, the fact that (a + b)? > a® + b? for
a,b > 0, and the upper bound on sum Y e = Z S % ? <2, we get

2
P(ukeN Unert {R(h) — Ry () > > Ru(H +ek}> Y exp(—2m(e+ || L Ink)?) <o 70 < e ne?,
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We can choose p; = pp2~* for all k € N. Then, for any p € (0,7), there exists k € N such that p € (ox, ox_1]
with pg = r. For that k, we have p; < p < px—1 =20, and thus 1/p; <2/p and

Vink = \/lnlogZ(po/pk) < \/lnlogz(Zpo/p).



Furthermore, for any & € H, we have R, (h) < R,(h) from the monotonicity of empirical marginal loss
in the target margin p. This implies that

N 4 1 2r A 4 1 2r
— = - - C _ = - -
{R(h) Ry(h) > Pme(H) + 1/mlnlog2 ; +e} c {R(h) Ry, (h) > pr%m(H) +,/mlnlog2 ; +e}

C {R(h) — Ry, (h) > pzkme(H) +ek}.

Taking union over all 1 € H and p € (0,), we observe that

N 4 /1 2r o 2
Upe(0,r) YneH {R(h) — Ro(h) > ;me(H) + Elnlogz ; + e} € UkeN Unen {R(h) — Rp, (h) > pfkme(H)

Taking probability on both sides, we obtain

N 4 1 2r
P <UP€(O,r) Unen {R(h) —Rp(h) > ERm(H) +4/, nlog, e e}) < 2exp(—2me?).

Corollary 1.6. Consider hypothesis set H = {x — (w,x) : ||w|| < A} pf separating hyperplanes and an un-
labeled sample x € X™ such that sup;c,, [|xi[| <. Fix the target margin p > 0 and target accuracy 6 > 0,
then

O
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P(ﬂheH{R(h)éRp(h)+pW+ Zmln(s})%—(s.

Remark 6. This bound can be generalized to hold uniformly for all p € (0,r) at the cost of an additional

\/ % Inlog, % in the generalization upper bound.

Remark 7. This generalization bound for linear hypotheses does not depend directly on the dimension
of the feature space, but only on the margin. It suggests that a small generalization error can be achieved
when p/r is large (small second term) while the empirical margin loss is relatively small (first term).
The latter occurs when few points are either classified incorrectly, or correctly with margin less than p.

Remark 8. Lack of dependence of the guarantee on the dimension of the feature space appears to contra-
dict the VC-dimension lower bounds, which show that for any learning algorithm A there exists a bad
distribution for which the error of the hypothesis returned by the algorithm is Q)(d/m) with a non-zero
probability. However, the bound of the corollary does not rule out such bad cases, since for such bad
distributions, the empirical margin loss would be large even for a relatively small margin p, and thus
the bound of the corollary would be loose in that case.

Remark 9. Thus, in some sense, the learning guarantee of the corollary hinges upon the hope of a good
margin value p. If there exists a relatively large margin value p > 0 for which the empirical margin loss
is small, then a small generalization error is guaranteed by the corollary. This favorable margin situation
depends on the distribution. While the learning bound is distribution-independent, the existence of a
good margin is in fact distribution-dependent. A favorable margin seems to appear relatively often in
applications.

Remark 10. The bound of the corollary gives a strong justification for margin-maximization algorithms
such as SVMs. For p = 1, the margin loss can be upper bounded by the hinge loss. i.e. we have ®;(x) <
max {1 — x,0}for all x € R. This implies that ® (y;h(x;)) < max{1 — y;h(x;),0} where y;h(x;) > 1 —;
and slack variables ¢; > 0 for all i € [m]. That is, {; = max{1 — y;h(x;),0} and we have @1 (y;h(x;)) < ¢;
for all i € [m]. Thus, the empirical 1-margin loss for any hypothesis & € H £ {x > (w,x) : |w|| < A} is
upper bounded by Ry (1) < & Y-, &. Using this fact, the bound of the corollary implies that

1 rA 11
< = . S —In= >1-9.
P(ﬂheH{R(h)\m;g‘z+2 m+1/2mln5})/1 5

The objective function minimized by the SVM algorithm has precisely the form of this upper bound:
the first term corresponds to the slack penalty over the training set and the second to the minimization
of the ||w|| which is equivalent to that of ||w||?. Note that an alternative objective function would be
based on the empirical margin loss instead of the hinge loss. However, the advantage of the hinge loss
is that it is convex, while the margin loss is not.



Remark 11. These generalization bounds do not directly depend on the dimension of the feature space
and guarantee good generalization with a favorable margin. Thus, we can seek large-margin separating
hyperplanes in a very high-dimensional space. However, finding solution to SVM in higher dimensions
require computing many inner products in that space, which could be very costly. However, if the inner
products are represented by PDS Kernels, SVMs in higher dimensions work well.

1.2 Kernel based binary classification

Corollary 1.7 (Margin bounds for kernel-based hypotheses). Let k: X x X — R be a PDS kernel, denote
its associated RKHS with H, associated feature mapping with ® : X — H, and the hypothesis set of separating

hyperplanes with a bounded RKHS norm with H £ {x — (w,®(x)) : ||w||gy < A} for some A > 0. For an
unlabeled sample x € X™ with r = max;e ) k(x;, x;), target margin p > 0 and target accuracy & > 0, we have

N 2rA 1 1
< I — In= >1—
P(heH{R(h)\Rp<h)+p\/m+ Zmlné}) z1-9,
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