Lecture-18: Continuous Time Markov Chains

1 Markov Process

Definition 1.1. Consider a real-valued stochastic process X : Q — XR+ indexed by positive reals and
state space X, adapted to its natural filtration Fo = (F; : t € Ry ) where J; £ 0(Xs,s<t)forallt € Ry.
Then, X is a Markov process if it satisfies the Markov property. That is, the distribution of the future
states conditioned on the present, is independent of the past, and hence for any Borel measurable set
A € B(X) and times s < t € Ry, we have

P({Xi € A} | Fs) = P({X; € A} | 0(X5)).

Definition 1.2. A Markov process X : Q) — X®+ with countable state space X is called continuous time
Markov chain (CTMC).

Remark 1. The Markov property for the CTMCs can be interpreted as follows. For all times 0 < t; <
-+ <ty < tand states x1,..., x4,y € X, we have

PU{Xi=y} | MLy { Xy = x}) = P{Xe =y} | {Xt,, = xm}).

Example 1.3 (Counting process). Any simple counting process N : () — ZE* with independent incre-
ments (possibly non stationary) is a continuous time Markov chain. Countability of the state space is
clear from the definition of the counting process. For Markov property, we observe that for t > s, the
increment N; — N; is independent of F;. Let Fo = (F; : t € Ry ) be the natural filtration for process N,
then

E[lin—jp | Fs] = ), Bllinojne=iy | Fsl = Y LNt Blyn,—n—j—i} = E[Lin,—j) | o(Ns)].
i€Z i€Z

1.1 Transition probability kernel

Definition 1.4. We define the transition probability from state x at time s to state y at time t + s as

Pyy(s,s +1) 2 P({Xspe =y} | {Xs = 2}).

Definition 1.5. The Markov process has homogeneous transitions for all states x,y € X and all times
S,t S ]R+, if
ny(t) £ ny(O,t) = ny(S/S + t)

We denote the transition probability kernel by P : Ry — [0,1]**%, such that the transition probability
matrix at time # is P(t) £ (Py () : x,y € X).

Remark 2. We will mainly be interested in continuous time Markov chains with homogeneous jump
transition probabilities. We will assume that the sample path of the process X is right continuous with
left limits at each time ¢ € R;..

Remark 3. Conditioned on the initial state of the process is x, we denote the conditional probability for
any event A € F as Py(A) £ P(A | {Xo = x}) and the conditional expectation for any random variable
Y:Q—=RasE,Y £ E[Y|{Xo=x}]

Lemma 1.6 (Stochasticity). Transition probability kernel P: Ry — [0,1]***

tic matrix, i.e. P(t) € M(X)> for each t € R.

at each time t € Ry is a stochas-



Proof. From the countable partition of the state space X, we can write 1 = Py ({X; € X}) = ¥ e Puy(t)
for any state x € X. O

Lemma 1.7 (Semigroup property). Transition probability kernel P : Ry — M (X)X satisfies the semigroup
property, i.e. P(s +t) = P(s)P(t) forall s,t € R,

Proof. From the Markov property and homogeneity of CTMC, and law of total probability, we can write

Pry(s+1t) = Py (0,5 + ) = %sz(o,s)sz(s,sH) = %sz(o,s)sz(o,t) = [P(s)P(t)]xy-

O

Lemma 1.8 (Continuity). Transition probability kernel P: R} — M (X)> for a homogeneous continuous time
Markov chain X : Q — X®+ is a continuous function of time t € Ry, such that lim; o P(t) = I, the identity
matrix.

Proof. We will first show the continuity of transition kernel at time f = 0. From right continuity of
sample paths for process X, we have lim; o X; = Xy and from continuity of probability functions we get
limy o P {X¢ =y} = P {limy o X; =y} = L.

Fix a time t € R4, to write the difference P(t + h) — P(t) = P(t)(P(h) — I) using the semigroup
property of the transition kernel. The continuity of transition kernel at time t = 0 and boundedness of
P(t) implies continuity of P(t) at all times t € R . 0O

Remark 4. Consider a time-homogeneous continuous time Markov chain X : Q — X®R+ with transition
kernel P: R} — M (X)>. Then, for all times 0 < t; < --- < t,, and states xq,X1,...,xXn € X, we have

P(ﬂkmzl {ka = xk} | {XO = xO}) = Pxoxl(tl)lexz(tZ - tl)"'mequ(tm - th—l)‘

If the initial distribution is vy € M (X) such that vy(x) = P {Xy = x} for each x € X, then we observe that
all finite dimensional distributions of the continuous time Markov chain X are governed by the initial
distribution v and the transition probability kernel P. That is,

PNy (X =5} ) = L v0(x0)Prgxy (1) -+ Pryy (b — 1)
x9€X

1.2 Generator matrix

Definition 1.9 (Exponentiation of a matrix). For a matrix A € R™*™ or an operator A: Z, x Z; — R
with spectral radius less than unity, we can define e £ [ + ¥, o ‘2—7.
Lemma 1.10. The transition probability kernel for a homogeneous continuous time Markov chain X can be

written in terms of a constant matrix eQ = P(1), as P(t) = €' forall t € R

Proof. This follows from the semigroup property and the continuity of transition probability kernel at all

times. In particular, we notice that P(n) = P(1)" and P(%) = P(1) i for all m,n € N. Since, any rational
number g € Q can be expressed as a ratio of integers with no common divisor, we get P(q) = P(1)7 for
any g € Q. Since the rationals are dense in reals, for any real number t € R, we can find a sequence
of rationals g € QN that converges to t = lim,c 4. Further, from the continuity of P and exponential
function, it follows that

= i = 1i = 1i qn — lim, N Gn — t
P(t) = P(lim ) = lim P(g) = lim P(1)™ = P(1)" P(1)".

Since the choice of t was arbitrary, the relationship holds for all t € R;. The result follows from the
definition of Q such that e€ = P(1). O

Remark 5. From Lemma for a homogeneous continuous time Markov chain X : () — YR+ we
can write the probability transition kernel function t + P(t) = e!Q, where eQ = P(1). The matrix Q €
R**Y s called the generator matrix for the homogeneous continuous time Markov chain X. From the
Definition for the exponentiation of matrix, this implies that

t?l
P()=1+ ), —Q" teR;. 1)
nenN
This relation implies that the probability transition kernel can be written in terms of this fundamental
generator matrix Q.



Definition 1.11 (Generator matrix). For a homogeneous continuous time Markov chain X : ) — XR+
with transition probability kernel P: R — M (X)X, the generator matrix Q € R** is defined as the
following limit when it exists

s P(t) =1
=1 .
QL=
Remark 6. From Eq. (I), it is clear that the generator matrix is the limit defined above.

Remark 7. From the semigroup property of probability kernel function and definition of generator ma-
trix, we get the backward equation for all t € R4,

dP(t) .. P(s+t)—P(t) .. (P(s)—1) B
T 151%1 s = lslfgl 5 P(t) = QP(1).
Similarly, we can also get the forward equation for all t € R,
dLm = hmw = p(t)hmw =P(t)Q.

dt ) s ) S

Both these results need a formal justification for exchange of limits and summation when X is countable,
and we next present a formal proof for these two equations.

Theorem 1.12 (backward equation*). For a homogeneous continuous time Markov chain X : Q — XR+ with
transition probability kernel P: Ry — M(X)™ and generator matrix Q € RX*X, we have for all t € R;..

dp(t) _
P(t
Proof. We fix states x,y € X and a finite subset F C X containing x. In the following, we consider the
liminf and limsup of (x,y)th term of 1(P(t +s) — P(s)) = 1(P(s) — I)P(t). We observe that

S

Pey(t+5) — Poy(t) = Y (Prz(s) — Liz) Poy (1), Y (Prz(s) = Lz) + ) (Prz(s) — Iz) =0.

zeX zeF z¢F

We observe that Y cp(Pxz(s) — Irz) <0 iff x € F. Together with this fact and that P, (f) € [0,1], we
obtain for any x € F

;(sz(s) — Liz) Py (t) < Z;,C(PXZ( s) — Lz) Py (t) < Z}D(PXZ( s) — Liz) Py (t) — ;(sz(s) — L) (2

Taking liminfs |y on the both sides of the first inequality in (3) and limsup, |, on the both sides of the
second inequality in (3] exchanging limit and finite sum, we obtain that

Zszsz( <11m1r1f Z sz ) Ixz)sz( )<11msup Z sz ) Ixz sz Zszsz Zsz

z€F si0 ,ex s sl0 zex S z€F z€F

Taking limit over increasing sets F containing x and recognizing that ) .. Qx; =0, we get theresult. [

Theorem 1.13 (forward equation®). For a homogeneous continuous time Markov chain X : Q — XR+ with
transition probability kernel P: Ry — M(X)™ and generator matrix Q € RX**X, we have for all t € R
dP(t)
——= =P(1)Q.
= P(Q
Proof. We fix states x,y € X and a finite set F C X containing y. In the following, we consider the liminf
and limsup of (x,y)th term of 1(P(t +s) — P(s)) = P(t) 1 (P(s) — I). We observe that

S

Pey(t+5) = Pey(t) = Y Pz () (Pey (5) — Ly).-
zeX

We observe that . p(P.y(s) — L) <0iff y € F. Together with this fact and that Py, (t) € [0,1], we obtain
prz sz Izy Z sz sz - Izy prz sz Izy) + Z(sz(s) - Izy)- (3)
zeF zeX zeF z¢F

Taking liminfs o on the both sides of the first inequality in (3) and limsup, |, on the both sides of the

second inequality in (), exchanging limit and finite sum, we obtain that

1 .. 1
Z Py (t)Qzy < liminf 2 Py (¢ (sz(s) — Iy) <liminf 2 Py (t) (sz —Iy) < Z Pz (1) Qzy + 2 Qzy-
z€F S0 zex W0 ex zeF 2&F

Taking limit over increasing sets F containing y, we get the result. We need to justify thatlimsup ;). ¢r(Pzy(s) —
Izy < ZzeEF QZ}/-



1.3 Strong Markov property
Lemma 1.14. A continuous time Markov chain X : Q) — XR+ has the strong Markov property.

Proof. It follows from the right continuity of the CTMC process X, and the fact that the map ¢ —
E[f(Xt+s) | 0(X¢)] is right-continuous for any bounded continuous function f : X — R. To see the
right continuity of the map, we observe that

E[f(Xi+s) | o(X0)] = Y Tix,—a} %ny(t,tﬂLS)f(y).
ye

xeX

Right-continuity of the map follows from the right continuity of the sample paths of process X, right-
continuity and boundedness of the kernel function, and boundedness and continuity of f, and bounded
convergence theorem. O

Corollary 1.15. Consider a time homogeneous continuous time Markov chain X : Q) — X®R+. For any stopping
time T adapted to the natural filtration of X, finite m € IN, finite times 0 < t; < --- < ty, any event H € F, and
states xo,x1,...,Xm € X, we have

P(mszl {kaJrT = xk} | HN{X: =x0}) = Pxo(ﬁlrcnzl {ka = xk})~

Remark 8. In particular, for a time-homogeneous continuous time Markov chain X : Q) — XR+, stopping
time 7, event H € JF¢, states x,y € X, and time s € R, we have

P({Xcys =y} [{Xe =x} N H) = Pyy(s).
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