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of the coefficients jSjuS [15]. Since there are at most 2n � 1 coeffi-
cients jSjuS , the maximization in (22) can be solved in O(n) (linear)
time.

V. CONCLUSION

We considered throughput optimal control of a wireless networks
with cooperative relaying. Our model applies to a general network
topology and several different types of cooperative scenarios. We es-
tablished the network stability region and gave a variation of the Max-
imum Differential Backlog policy, which we proved to be throughput
optimal. We focused on a centralized implementation and showed how
the structure of the underlying capacity regions can aid in implementing
this policy. In practice, a distributed solution is more desirable, partic-
ularly for managing the complexity of a cooperative network. More-
over, in a large network, there may be many potential cooperative sets.
A useful direction for future work would be to develop a means for de-
termining the most “useful” of these sets.
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Abstract—A wireless communication system in which multiple users co-
operate to transmit information to a common destination is considered. The
traffic generated by the users is subject to a stringent quality of service re-
quirement, which is defined in terms of the asymptotic decay-rate of buffer
occupancy. The performance of this communication system is analyzed,
and the corresponding achievable rate-region for the two-user scenario is
identified. A simple user-cooperation scheme that improves performance
is proposed. This cooperative scheme is shown to significantly enlarge the
achievable rate-region of the service constrained communication system,
provided that the quality of the wireless link between cooperating users is
better than the individual connections from the users to the intended des-
tination. Numerical results further indicate that the gains of cooperative
strategies can be substantial. This suggests that cooperation allows for a
fair distribution of the wireless resources among active users.

Index Terms—Communication systems, effective bandwidth, effective
capacity, fluid models, quality of service (QoS), user cooperation, wireless
networks.

I. INTRODUCTION

Recent years have been marked by a soaring demand for network ac-
cess. This trend is exemplified by the constant growth of the Internet.
The strong demand for network connectivity is fueled, partly, by new
software applications, utility computing, and a widespread desire for
real-time information access. To bridge the gap between mobile users
and established communication infrastructures, wireless technology is
being embraced with increasing vigor. Wireless systems offer a unique
mixture of connectivity, flexibility, and freedom. Future communica-
tion networks face the dual challenge of supporting large traffic vol-
umes and providing reliable service to delay-sensitive applications such
as VoIP, video conferencing, electronic commerce, and gaming. Most
of the research on physical aspects of wireless systems published in
the literature today focuses on maximizing Shannon capacity [1] or
spectral efficiency [2], [3]. These initiatives afford a foundation for im-
proving throughput in wireless networks. However, the stringent ser-
vice requirements typical of real-time traffic suggest that a classical ca-
pacity/throughput analysis alone does not offer a complete assessment
of service quality for the communication infrastructure associated with
a wireless network. Wireless channels are prone to attenuation, fading,
and interference. These variations influence user satisfaction as they
negatively impact queue-lengths, packet loss probabilities, and delay
distributions.

Traditionally, power control and error-correcting codes have been
employed to mitigate the effects of the channel fluctuations intrinsic
to wireless communications. Yet, as the popularity of real-time ap-
plications increases, new paradigms that maximize throughput sub-
ject to quality of service (QoS) constraints are becoming highly desir-
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able. In particular, stringent QoS requirements and end-to-end delay
restrictions imposed on a communication system may preclude the
use of error-correcting codes with long block-lengths, thereby limiting
the benefits of coding. Although several notable contributions have
improved our understanding of the subject [4], the literature on the
tradeoff between throughput and service quality in wireless environ-
ments is far from being fully developed.

Very little work has been done to harness the potential of newly
developed schemes at the physical layer in order to improve service
quality in wireless environments. Such new schemes include multi-an-
tenna systems [5] and user cooperation [6], [7]. The use of multiple
antennas at the transmitters and receivers has been shown to substan-
tially enhance the diversity [8] and the information theoretic capacity
[5] of point-to-point wireless links. Still, practical considerations such
as cost and size often limit the number of independent antennas a wire-
less device can utilize. Under such circumstances, user cooperation [9]
has emerged as a viable alternative to multi-antenna systems. Cooper-
ative strategies can be employed to increase the diversity [10] and the
spatial multiplexing of wireless systems [11], [12] in a manner sim-
ilar to a multi-antenna configuration. Furthermore, user-cooperation is
found to enlarge the achievable rate-region of a multi-user system even
when the transmitters only have partial channel state information [13].

In this correspondence, we propose a cross-layer approach and in-
vestigate the impact of user-cooperation on the queueing behavior of
wireless communication systems. We analyze the performance of a
simple cooperative strategy, and derive its achievable rate-region when
the system operates under stringent service constraints. Due to the time-
varying nature of wireless channels, it is difficult to provide determin-
istic delay guarantees to wireless users. Accordingly, we adopt a sta-
tistical QoS metric that captures the asymptotic decay-rate of buffer
occupancy, i.e.,

� = � lim
x!1

log PrfL > xg

x
(1)

where L is the steady-state queue-length of the buffer present at the
transmitter. The parameter � reflects the perceived quality of a com-
munication link; a larger � represents a more reliable connection or a
tighter QoS constraint. This metric is closely tied to the concept of ef-
fective bandwidth, which has been studied extensively in the context
of wired networks [14]–[18]. Given a specific arrival process, the ef-
fective bandwidth characterizes the minimum bandwidth required for
the communication system to meet a certain QoS requirement �0 [19],
[20]. The buffer decay-rate of (1) is also related to the dual concept
of effective capacity popularized by Wu and Negi [21]–[23]. Unlike
wired connections where the service rates are typically constant, wire-
less channels are inherently unreliable and the associated service rates
are usually time-varying. Assuming a constant flow of incoming data,
the effective capacity characterizes the maximum arrival rate that a
wireless system can support subject to a QoS requirement �0. When
�0 approaches zero, the effective capacity converges to the maximum
throughput supported by the wireless channel.

The remainder of the correspondence is organized as follows.
Section II presents the system model we adopt, along with a precise
problem formulation. It describes the wireless channel model that we
employ as an abstraction for the physical layer. Section III contains a
derivation of the equilibrium queue-length distribution for the under-
lying communication system. This distribution is used to compute the
QoS metric � associated with this system. This allows us to charac-
terize the achievable rate-region of the cooperative scheme under study
for an arbitrary QoS constraint �0 in Section IV. Generalizations of
the system model considered in this correspondence are compared and
contrasted in Section V. Conclusions and final remarks are discussed
in Section VI.

Fig. 1. Abstract model for a cooperative system with two users.

II. PROBLEM STATEMENT

Consider a wireless communication system where two users collabo-
rate to transmit their respective data to a common destination, as shown
in Fig. 1. The system is assumed to operate in a frequency-division mul-
tiplexing (FDM) mode. Each wireless user is subject to a mean power
constraint and a finite spectral bandwidth allocation. A large buffer is
available at every transmitter where outgoing packets are stored be-
fore being sent to their destination. Furthermore, we assume that the
system must satisfy a global QoS constraint �0. That is, the asymptotic
decay-rates of buffer overflow probabilities, �1 and �2, must satisfy
min(�1; �2) � �0 where �i is defined in (1). Finally, we assume that
channel state information is not available at the transmitters, although
the channel statistics are. In practice, it is often costly for a transmitter
to acquire accurate channel state information. This explains why we
focus on the situation where channel state information is available only
at the receiver, not at the transmitter.

A. Queueing Model

Let ai(t) denote the instantaneous arrival rate of user i at time t.
Many real-time traffic sources such as voice, instant messaging, and
wireless sensors can be accurately represented by on-off sources [24].
As such, we model ai(t) using a two-state Markov-modulated fluid
process. We remark that a constant source can be viewed as a limiting
case of an on-off source where the off-time approaches zero. For an
on-off model, the instantaneous arrival rate of user i is ai > 0 when
the source is on, and zero otherwise. The arrival drift matrix for wireless
user i can then be written as

Dai =
0 0

0 ai
:

We denote the mean off-time of this user by ��1
ai

; and its mean on-time,
by ��1

ai
. The generator matrices for the underlying continuous-time

Markov chain of the arrival processes can then be expressed as

Qai =
��ai �ai

�ai ��ai
; i = 1; 2:

In the situation where users do not cooperate, each wireless device
transmits its data independently based on its allocated bandwidth and
power budget. The connection of each user can therefore be modeled
as a single-server queue, where the arrival process represents the data
produced by the user and the service process is determined by the in-
formation received at the destination. Note that for the data to leave the
buffer, the receiver must have the ability to acknowledge reception of
the transmitted packets. For instance, a simple acknowledgment mech-
anism at the physical layer may be incorporated in the communication
protocol to insure that erroneous data get retransmitted. We assume that
such a mechanism is in place throughout. We emphasize, again, that
the links between the users and their destination are orthogonal in a
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Fig. 2. User-cooperation scheme with two users.

FDM system. In this case, a two-user system can effectively be decom-
posed into two independent point-to-point systems. More specifically,
the maximum arrival rate that each user can support under QoS con-
straint �0 can be obtained separately.

In a typical wireless environment, channel conditions vary with lo-
cation and time. As such, the maximum throughputs of two different
users may be vastly asymmetric. For real-time traffic subject to strin-
gent service constraints, this imbalance can be even larger. The goal
of this correspondence is to design a system where cooperation among
users enables them to share system resources equitably. This is accom-
plished by designing a communication strategy that enlarges their col-
lective achievable rate-region under various service requirements. An
expanded rate-region creates the flexibility necessary to share system
resources fairly among users.

To take advantage of their mutual wireless links, the two users must
first exchange data. In the proposed user-cooperation scheme, we allow
each user to apply part of its own power and bandwidth to the exchange
of information with its counterpart, as shown in Fig. 2. We represent the
fraction of physical resources employed by user i to maintain commu-
nication with its peer by i, and we let the capacity of the newly created
interuser channel be denoted by ri(i). We consider the specific sce-
nario where the inter-user links are symmetric additive white Gaussian
noise (AWGN) channels with constant gains. Thus, when generating
traffic, user 1 sends data at rate r1(1) to user 2, and stores the re-
maining data in its own buffer. User 2 follows a similar procedure,
sending part of its data to user 1 and storing excess data locally when-
ever active. Based on the respective values of 1 and 2, we can char-
acterize the achievable rate-region for the cooperative system of Fig. 2
under an arbitrary QoS parameter �0. The union of these rate-regions
over all admissible pairs (1; 2) 2 [0; 1]2 yields an achievable rate-re-
gion for the proposed user-cooperation scheme. We denote this region
by R(�0), and point out that it is a function of the service requirement
�0. As �0 ! 0, this achievable region converges to the stability re-
gion of the system, which is characterized by its throughput optimal
boundary.

B. Wireless Channel

Wireless communication channels are often subject to fading. For a
dense scattering environment, the fading process h(t) is well-modeled
as a zero-mean, proper complex Gaussian process. The envelope jh(t)j
and the phase 6 (h(t)) form stationary random processes, with jh(t)j
having a Rayleigh probability distribution function and the phase being
uniform on [0; 2�). If we assume that the random process h(t) is nor-
malized, then jh(t)j has distribution

f(�) = 2�e�� :

A Rayleigh-fading channel profile only specifies the first-order statis-
tics of h(t). A complete description of this random process requires

Fig. 3. Continuous-time Gilbert-Elliott Markov representation of a coded wire-
less communication link.

that the higher order statistics of h(t) be specified as well [25], [26].
In this correspondence, we model the overall effects of fading on en-
coded transmissions rather than specify higher order statistics for h(t).
We adopt a Gilbert-Elliott channel model for the sake of mathematical
tractability. Given a certain threshold �, we assume that the probability
of jh(t)j being above or below this threshold is captured adequately by
a continuous-time Markov chain. We refer to the channel envelope ex-
ceeding � as the on state; the channel is in its off state otherwise. This
quantized channel model appears in Fig. 3. The transition rate from off
to on is denoted by �; while the transition rate from on to off, by �. The
generator matrix Qs for this Markov chain can be written as

Qs =
�� �

� ��

=
1

�+ �

1 �

1 ��

0 0

0 �(�+ �)

� �

1 �1
:

For consistency, the stationary distribution of the Markov chain should
agree with the marginal Rayleigh distribution of the underlying channel

Prfjh(t)j � �g =
�

�+ �

=
�

0

2�e�� d� = 1� e��

Pr fjh(t)j > �g =
�

�+ �

=
1

�

2�e�� d� = e�� : (2)

Over a time interval of duration t, the channel transition probability
matrix Pt(t) associated with the Gilbert–Elliott model is given by

Pt(t) = eQ t =
1

�+ �

�+ �e�t(�+�) �� �e�t(�+�)

�� �e�t(�+�) �+ �e�t(�+�)
:

Note that the autocorrelation function of this Gilbert–Elliott model de-
cays exponentially over time. A parameter � = �+ � is introduced to
denote the exponential decay rate of the covariance between samples.
This parameter � designates the speed of the fading process. A large �
stands for a fast fading scenario whereas a small one implies that the
fading is slow. Referring to condition (2), � and � can be expressed in
terms of the physical channel parameters

� = �e��

� = �� �e�� : (3)

For a time-invariant AWGN channel, the maximum rate at which
error-free data transfer is possible is given by

C = W log2 1 +
P

N0W
bits per second (4)

whereP is the power of the received signal,N0=2 is the power spectral
density of the noise process, and W is the spectral bandwidth. Recent
developments in error-control coding allow operation near the channel
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capacity with minimal error-rates and small delays. The channel ca-
pacity expression of (4) can be viewed as an optimistic approximation
of code performance. If a code is designed to operate at a rate R, the
sent information can be recovered reliably provided that R < C; oth-
erwise it is lost.

In a fading environment, the channel gain and hence the received
power are time-varying. Assuming that the channel changes slowly
over time, the instantaneous capacity of the wireless link is equal to

C(t) = W log2 1 +
jh(t)j2P

N0W
bits per second: (5)

If the transmitted information is encoded at a rate R, it is assumed to
reach its destination reliably provided that R < C(t). On the other
hand, if R � C(t) then the transmitted data is lost. This simplified
characterization, which we employ throughout, is valid provided that
there are enough degrees of freedom available during each data transfer
to permit the use of sophisticated codes. The model at hand can be
altered to accommodate practical codes and their probabilities of de-
coding failures.

When channel state information is not available at the transmitter, a
wireless user must send its data using a preselected coderate R to the
destination. In this case, the state of the Gilbert–Elliott channel model
is determined by the instantaneous capacity of the wireless channel
defined in (5). Specifically, the Gilbert–Elliott channel is in its on state
if R < C(t), i.e.,

jh(t)j > � =
N0W

P
2 � 1 : (6)

It is off otherwise. From (3) and (6), the generator matrix for this
Gilbert-Elliott channel can be rewritten in terms of the system param-
eters as

Qs =
��e�� �e��

�� �e�� ��+ �e��
: (7)

The offered service rate of the channel is a Markov-modulated fluid
process, with value R when the channel is on, and zero when it is off.

III. QUEUEING PERFORMANCE ANALYSIS

To relate the effects of the physical layer to the performance of the
network, we must first understand the queueing dynamics that govern
the system. We start by considering a single server fluid queue with in-
dependent arrival and service processes. We assume that these two pro-
cesses are coupled by a buffer of infinite length, and that they are mod-
ulated by finite-state continuous-time Markov chains with irreducible
generator matrices Qa 2

M�M and Qs 2
N�N , respectively. We

let am represent the instantaneous arrival rate when the arrival process
is in state m, and we write pa(t;m) to denote the probability of oc-
currence of this event at any given time t � 0. Similarly, the offered
service has instantaneous rate Rn when the underlying process is in
state n, and ps(t;n) represents the probability of being in this state
at time t. We can write the arrival and the service drift matrices as
Da = diag(a1; . . . ; aM ) andDs = diag(R1; . . . ; RN), respectively.
In vector form, the arrival and service probability distributions become

pa(t) = (pa(t; 1); pa(t; 2); . . . ; pa(t;M))

ps(t) = (ps(t; 1); ps(t; 2); . . . ; ps(t;N)):

Using these definitions, we can write the evolution of the probability
vectors in a compact fashion

d

dt
pa(t) = pa(t)Qa

d

dt
ps(t) = ps(t)Qs:

We use the vectorswa andws to represent the steady-state distributions
of the arrival and service processes, with waQa = wsQs = 0.

For the combined arrival and service process, let Xt 2 f(m;n) :
1 � m �M; 1 � n � Ng be the situation where the arrival is in state
m and the offered service is in state n at time t. The probability of this
event is simply equal to p(t;m;n) = pa(t;m)ps(t;n). We employ
p(t) to denote the vector consisting of the elements fp(t;m;n)g in
lexicographic order. It follows that p(t) = pa(t) 
 ps(t), where 

is the Kronecker product [27], [28]. The joint probability vector p(t)
satisfies

d

dt
p(t) = p(t)Q

where Q is the generator matrix of the joint process. This matrix can
be written as

Q = Qa 
 IN + IM 
Qs (8)

where IK is a K �K identity matrix. The matrix Q is recurrent and
irreducible, and w = wa 
 ws is the steady-state distribution for the
aggregate process. The net drift matrix D of the joint process is

D = Da 
 IN � IM 
Ds: (9)

LetLt represent the queue-length of the user at time t. The evolution
of Lt in time can be expressed as [14], [29]

d

dt
Lt = (am �Rn)1fL >0g + (am �Rn)

+
1fL =0g (10)

which is a stochastic differential equation on the Markov process
(Lt; Xt). Define the event probability

F (x;m; n; t) = PrfXt = (m;n); Lt � xg

and let F (x; t) be the lexicographic arrangement of fF (x;m; n; t)g.
Using this notation, we can write the Chapman-Kolmogorov forward
equation in matrix form as [14], [15], [28], [29]

@

@t
F +

@

@x
FD = FQ:

The mean arrival rate and mean service rate are given by
�a = hwaDa;1i and �R = hwsDs;1i, respectively. If the system
is stable (i.e., �a < �R), then the underlying Markov process is pos-
itive recurrent [14]. As such, there exists a steady-state distribution
for the aggregate process (Lt; Xt) [30]. Let �(x;m; n) denote the
steady-state queue-length distribution of the buffer, with

@

@x
�(x)D = �(x)Q:

Since �(x) is a bounded solution, it has spectral representation

�(x) = w �

k

l=1

�l�le
z x
; (11)
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where f(�l; zl) : Realfzlg � 0g are k eigenvector/eigenvalue pairs
that satisfy the eigenvalue problem

z�D = �Q: (12)

We emphasize that �l = 0 for any l such that Realfzlg > 0 because
the system is stable [28]. Thus, we only need to consider eigenvalues
with negative real parts. Note that the system is subject to the boundary
conditions �(0;m; n) = 0 whenever am � Rn > 0. If am 6= Rn for
all m and n, then there are exactly k such boundary conditions and the
steady-state distribution is uniquely determined [28].

Solving the eigenvalue problem of (12) for the whole system can be
somewhat involved. However, taking advantage of the special structure
of D and Q, we can decompose the original system and reduce the
complexity of the problem.

Lemma 1: For any eigenvector/eigenvalue pair (�l; zl) that satisfies
zl�lD = �lQ, there exist �a , �s , and � 2 such that

zl�a (Da � �IM ) = �a Qa (13)

zl�s (�IN �Ds) = �s Qs: (14)

Proof: For zl = 0, the result is trivial. For any � , the vector
� = �a 
 �s = wa 
 ws satisfies (13) and (14). Assume zl 6= 0,
then zl�lD = �lQ is equivalent to

�l D �
Q

zl
= 0: (15)

Substituting (8) and (9) into (15), we obtain

�l((Da 
 IN � IM 
Ds)�
Qa

zl

 IN + IM 


Qs

zl
) = 0

which can be rewritten as

�l Da �
Qa

zl

 IN + IM 
 �Ds �

Qs

zl
= 0:

The above equation shows that zero is an eigenvalue of the matrix

Da �
Qa

zl

 IN + IM 
 �Ds �

Qs

zl
:

According to [27, p. 268], zero is an eigenvalue of the above matrix if
and only if there exists � 2 such that

� 2 � Da �
Qa

zl

�� 2 � �Ds �
Qs

zl
(16)

where �(A) denotes the spectrum of matrix A. Expression (16) is
equivalent to stating that there exist �a and �s such that

�a Da �
Qa

zl
� �IM = 0

�s �IN �Ds �
Qs

zl
= 0:

Lemma 1 allows us to solve (12) by decomposing the original
system, into two subsystems: the arrival subsystem of (13) that fea-
tures a Markov-modulated arrival process and a constant service rate � ,
and the subsystem described in (14) with a constant arrival rate � and
a Markov-modulated fluid service process. A similar decomposition
argument can be found in [28] where (13) and (14) are shown to be

Fig. 4. � (�) and � (�) as a function of � .

sufficient conditions for zl to be a solution to (12). Lemma 1 provides
both necessary and sufficient conditions for this decomposition to
exist.

Based on the equilibrium queue-length distribution of the buffer
(11), a number of performance metrics can be computed. A simple
and important one is the probability of buffer overflow, which can be
expressed as

PrfL > xg = 1� h�(x);1i:

However, computing the exact probability of buffer overflow for a
generic system may be difficult. A more tractable and widely adopted
performance measure is the large deviations of the buffer occupancy
[31]. In practice, buffers are often large and their decay rates of buffer
overflow probabilities are determined primarily by the large deviation
principle governing each queue. From this perspective, the QoS metric
� becomes

� = � lim
x!1

log PrfL > xg

x

= � lim
x!1

log(1� h�(x);1i)

x

= � lim
x!1

log( k

l=1
�lh�l; 1ie

z x)

x
= � max

l2f1;...;kg
Realfzlg: (17)

In other words, the QoS metric � of the system is the absolute value of
the largest negative real eigenvalue satisfying (12).

Let the absolute values of the maximum negative eigenvalues for the
aggregate system and its individual components be denoted by

� = �maxfRealfzg < 0 : det(zD�Q) = 0g

�a(�) = �maxfRealfzg < 0 : det(zDa � z�IM �Qa) = 0g

�s(�) = �maxfRealfzg < 0 : det(z�IN � zDs �Qs) = 0g:

It is well-known [32]–[34] that for an irreducible generator matrix Qa

and a real positive diagonal matrixDa, �a(�) is continuous and mono-
tonically increasing from zero to infinity as � ranges from the mean
rate to the peak rate, i.e., � 2 [�a;maxm am]. Similarly, �s(�) is con-
tinuous and monotonically decreasing from infinity to zero for � 2
[minnRn; �R]. Therefore, if maxm am > minnRn and �a < �R then
there exists a �� 2 [�a;maxm am] such that �a(��) = �s(�

�), as il-
lustrated in Fig. 4. On the other hand, if maxm am � minnRn, the
buffer is always empty and hence � = 1. The following theorem as-
serts that, for a stable system, the large deviation principle associated
with the joint system is identical to that governing the two subsystems
with parameter ��.

Theorem 1: Let Qa and Qs be irreducible, recurrent generator ma-
trices, and let Da and Ds be nonnegative diagonal matrices. If the
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system is stable (i.e., �a < �R), then there exists a �� 2 [�a; �R] such
that

� = �a(�
�) = �s(�

�):

Proof: Denote the value where these two functions meet by �� =
�a(�

�) = �s(�
�). Clearly, �� 2 [�a; �R]. We need to show that �� = �.

Assume not, then � < �� by the minimality of �. In addition, lemma 1
implies that there exists a �0 2 such that z0 is an eigenvalue of both
decoupled systems and � = Realfz0g. It follows from the minimality
of �a(�) and �s(�) that �a(�0) � � < �a(�

�) and �s(�0) � � <

�s(�
�). From the monotonicity of �a(�), we conclude that �0 > ��.

However, from the monotonicity of �s(�), we get �0 < ��. This is a
contradiction. We then conclude that � = ��.

From theorem 1, we find that once �� is determined, the QoS metric
� of the system can be obtained by analyzing the behavior of the two
independent subsystems. Define

�(�) = �
�1

a (�)

�(�) = �
�1

s (�):

For a specific QoS parameter ��,�(��) is the effective bandwidth of the
arrival process [20], and � (��) is the effective capacity of the service
process [21]. Under the conditions of Theorem 1, the QoS parameter
�� is the unique solution to the equation

�
� = �(��) = �(��): (18)

Note that in (18), �� is the effective bandwidth of the arrival process and
the effective capacity of the service process under the QoS constraint
��. A QoS constraint �0 for the aggregate system is said to be achiev-
able if and only if �� � �0. Since �(�) is monotonically increasing in
� and �(�) is monotonically decreasing, the QoS constraint �0 can be
fulfilled if and only if

�(�0) � �(�0): (19)

IV. ACHIEVABLE RATE-REGIONS FOR A TWO-USER SYSTEM

In this section, we characterize the achievable rate-region of the user-
cooperation system depicted in Fig. 2 when operating under QoS con-
straint �0. Because the system employs FDM, the wireless links be-
tween the users and their common destination can be modeled as inde-
pendent Gilbert-Elliott channels. Assume that both wireless channels
have the same expected power gain. The generator matrix Qsi corre-
sponding to the modulating Markov process of user i is given by

Qsi =
��ie

�� �ie
��

�i � �ie
�� ��i + �ie

��

the drift matrix Dsi is equal to

Dsi =
0 0

0 Ri

where �i denotes the exponential decay rate of the channel of user
i, and Ri and �i are respectively the selected coderate and decoding
threshold of that same user, as defined in (6). When the two users do not
cooperate, user i sets up a wireless connection to the destination using
its own physical resources, power Pi and spectral bandwidth allocation
Wi. The effective bandwidth of source i, as described in Section II can
then be expressed as [35]

�i(�0; ai)

=
�0ai � �ai � �ai + (�0ai � �ai � �ai)2 + 4�0ai�ai

2�0
(20)

where ai denotes the peak rate of the underlying on-off source. Simi-
larly, the effective capacity of the wireless channel of user i is [37]

�i(�0;Wi; Pi)

= max
R

�0Ri + �i � (�0Ri + �i)2 � 4�0Ri�ie
��

2�0
:

Recall that the value of �i depends implicitly on Pi, Wi, and Ri, as
seen in (6). According to (19), the peak rate pair (a1; a2) is achievable
under QoS parameter �0 if and only if the effective bandwidth of the
traffic generated by user i is less than the effective capacity of the cor-
responding wireless channel, i.e.,

�i(�0; ai) � �i(�0;Wi; Pi) (21)

for i = 1; 2. Since the wireless channels are orthogonal, using (20)
and (21) we can solve for the maximum supported arrival peak-rate
a�i for user i subject to the QoS constraint �0. The achievable rate-
region of the noncooperative FDM system is in the form of a rectangle
limited by the maximum supported peak-rates of the two links under
QoS parameter �0

ai � a
�

i = �i(�0;Wi; Pi) 1 +
�ai

�0�i(�0;Wi; Pi) + �ai
: (22)

Now, consider the situation where the two wireless users cooperate
by taking advantage of the AWGN interuser channels. We assume that
user i assigns a fraction i of its power and bandwidth to the exchange
of information with its counterpart. If the expected gain of the inter-user
channel is G, then its Shannon capacity is given by

ri(i) = iWi log 1 +
GPi

N0Wi

:

The power and bandwidth remaining for the uplink connection between
user i and the destination become (1� i)Pi and (1� i)Wi, respec-
tively. The effective capacity for the resulting wireless channel can be
expressed as

�i(i) = �i(�0; (1� i)Wi; (1� i)Pi):

It is clear from the system model described in Section II that the inter-
user traffic originating from user i is an on-off process with peak-rate
ri(i). This traffic is modulated by the same two-state Markov chain
that modulates the original source. Therefore, the effective bandwidth
of this traffic can be expressed as �i(�0; ri(i)). Similarly, the portion
of the traffic generated by user iwhich is stored locally and sent directly
to the destination is an on-off process with peak-rate ai�ri(i). The ef-
fective bandwidth of this local traffic then becomes �i(�0; ai�ri(i)).

Independence of the traffic generated by the two users and the ad-
ditivity property of the effective bandwidth for independent sources
[15] imply that the total effective bandwidth of the input process to
buffer i is the sum of the effective bandwidths of the local traffic and
the inter-user traffic coming from its counterpart. Equation (19) states
that a QoS constraint �0 is achievable if and only if the total effective
bandwidth of the incoming traffic is smaller than the effective capacity
of the offered service. In the present case, this condition yields two in-
equalities

�1(�0; a1 � r(1)) + �2(�0; r(2)) � �1(1)

�2(�0; a2 � r(2)) + �1(�0; r(1)) � �2(2): (23)

Since �1(�0; a1�r(1)) and �2(�0; a2�r(2)) are both nonnegative,
the values of the parameter pair (1; 2) are further constrained by

�2(�0; r(2)) � �1(1)

�1(�0; r(1)) � �2(2):
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Fig. 5. Comparison of the achievable rate-regions when � = 0:001.

Fig. 6. Comparison of the achievable rate-regions when � = 0:01.

Let C denote the set of pairs of the form (1; 2) for which the above
inequalities hold. For any (1; 2) 2 C, the achievable rate-region of
the cooperative system, which we denote byR(�0; 1; 2), is found to
be

a1 � r1(1) + (�1(1)� �2(�0; r2(2)))

� 1 +
�a1

�0(�1(1)� �2(�0; r2(2))) + �a1

a2 � r2(2) + (�2(2)� �1(�0; r1(1)))

� 1 +
�a2

�0(�2(2)� �1(�0; r1(1))) + �a2
: (24)

The achievable rate-region of the user-cooperation scheme under QoS
constraint �0 is then given by

R(�0) =
( ; )2C

R(�0; 1; 2):

Note that the achievable rate-region of the noncooperative system is
given byR(�0; 0; 0). It is therefore a subset ofR(�0). The boundary of
R(�0) can be obtained by maximizing a2 over (1; 2) while keeping
a1 fixed in (24) and vice versa. The solution of the boundary problem
can be obtained by standard optimization techniques such as the La-
grange multiplier method.

The comparison between the achievable rate-regions is illustrated
through an example. Numerical values of the parameters for the wire-
less channels and the arrival processes used in this example appear in
Table I. The two wireless channels are assumed to have the same ex-
pected power gains. However, the channel of user 2 changes faster than
that of user 1, with �2 > �1. Suppose that the gain of the AWGN
interuser channel is one (G = 1). The achievable rate-region of the
system under the cooperative scheme is compared to that of the non-
cooperative scheme in Figs. 5 and 6, where the numerical values for
� are equal to 0:001 and 0:01, respectively. From these figures, we
see that the achievable rate-region of the cooperative system is strictly

TABLE I
SYSTEM PARAMETERS

Fig. 7. Comparison of the achievable rate-regions when � = 0:001.

larger than the region of the traditional FDM system. We note that, even
though the expected channel gains of the two wireless channels are
the same, there is a large imbalance between the maximum supported
peak-rates of the two users under QoS constraint �0. This can be ex-
plained by the fact that the channel memory of user 2 decays faster than
the channel memory of user 1, resulting in a higher order of time-di-
versity for user 2 [36]. Futhermore, the asymmetry between the max-
imum achievable rates of the two users increases as the QoS constraint
becomes more stringent. Both figures suggest that, under strict QoS re-
quirements, user cooperation provides an efficient means to share radio
resources fairly among users.

In the idealized scenario where G ! 1, the users can exchange
an arbitrary amount of information at no extra cost in terms of power
and bandwidth. Let ri be the rate at which user i sends information
to its counterpart through the interuser channel when its source is on.
The effective bandwidth of the interuser traffic is �i(�0; ri), while the
effective bandwidth of the excess traffic stored in the local buffer be-
comes �i(�0; ai � ri). From (19), we know that the rate-pair (a1; a2)
is achievable under QoS constraint �0 provided that

�1(�0; a1 � r1) + �2(�0; r2) � �1(�0;W1)

�2(�0; a2 � r2) + �1(�0; r1) � �2(�0;W2): (25)

We note that the effective bandwidth is a concave function, with strict
inequality over a nontrivial set of values [15]. There are therefore sit-
uations where peak-rates a1 and a2 can be supported through user co-
operation, but not by a traditional FDM system.

These results are easier to understand through an example. For the
system parameters listed in Table I, but with G ! 1, the achievable
rate-region of the cooperative system is plotted along with that of the
noncooperative system in Fig. 7 for � = 0:001, and in Fig. 8 for � =
0:01.

As shown in the figures, user-cooperation provides a significant sta-
tistical gain over noncooperative system in terms of achievable rates.
This gain becomes larger as the QoS constraint becomes more strin-
gent. We can infer from Fig. 7 that the sum peak-rate, a1 + a2, in-
creases when the two users are cooperating through a perfect inter-user
channel, as discussed above. The achievable rate-region of the user-co-
operation scheme gets larger as the quality of the inter-user channel
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Fig. 8. Comparison of the achievable rate-regions when � = 0:01.

improves. Yet this gain is less significant when the QoS constraint �0
becomes large. This can be explained by the fact that, as �0 increases,
the effective capacity of each variable channel decreases dramatically
[37]. Because the throughput of the AWGN inter-user channel does not
vary with �0, this latter channel behaves more like an idealized channel
to the users as the QoS constraint becomes increasingly stringent. Thus,
user-cooperation seems to be beneficial as long as the channel gain of
the AWGN inter-user channel is adequate.

V. ALTERNATIVE SYSTEM MODELS

So far we have shown that, under various QoS constraints, the
achievable rate-region of the cooperative strategy is significantly
larger than that of the noncooperative FDM system. The FDM model
for the noncooperative system is employed to circumvent mathemat-
ical difficulties that arise from interuser interference. Moreover, to
keep our abstract model simple, we assume that the interuser traffic is
transmitted instantaneously to the other users. That is, there is no buffer
associated with the interuser channel. A valid criticism of our model
is that the FDM assumption may unfairly penalize the performance
of the noncooperative system, as compared to its performance when
successive interference cancellation is used at the destination. Another
observation regarding our model is the fact that having a queue for
the interuser channel may improve the performance of the cooperative
system. In this section, we consider these more elaborate systems and
discuss their impacts on performance analysis. In particular, we argue
that the intuition gained from the simpler model holds for these more
intricate models as well.

A. Successive Interference Cancelation

From [1], we know that the maximum achievable rate-region for
the multi-access channel encompasses the region achieved by a FDM
system. This greater flexibility is obtained by using successive interfer-
ence cancellation at the receiver. For any fading realization (h1; h2),
the achievable rate-region of a multi-access channel is the polyhedron
bounded by the inequalities

C1 � W log
2

1 +
jh1j

2P1

N0W

C2 � W log
2

1 +
jh2j

2P2

N0W

C1 + C2 � W log
2

1 +
jh1j

2P1 + jh2j
2P2

N0W
: (26)

Here,Pi is the mean received power of user i andW is the total spectral
bandwidth available to the two users. We note that this region is upper
bounded by the rate-region of a FDM system with twice the spectral
bandwidth (2W ). In particular, consider a FDM system with allocation

Fig. 9. Comparison of the rate-regions for � = 0:01.

W1 = W2 = W , the achievable rate-region of this alternate system is
specified by

C1 � W log
2

1 + jh1j
2P1

N0W

C2 � W log
2

1 + jh2j
2P2

N0W
: (27)

Clearly, the region defined by (26) is a subset of (27). Thus, we can
upper bound the rate-region of a noncooperative multiple-access
system that uses successive interference cancelation by that of a FDM
system that has double the spectral bandwidth of the original system.

Assume the total system bandwidth is W = 11 MHz. We compare
the achievable rate-region of the user-cooperation system to the region
corresponding to a FDM system with twice the bandwidth in Fig. 9.
The latter region is an absolute upper bound for the region of a non-
cooperative system that supports successive interference cancellation.
The result suggests that user-cooperation may offer significant gains in
performance over a noncooperative system that uses successive inter-
ference cancelation. This behavior is explained, partly, by the fact that
additional spectral bandwidth offers diminishing returns in terms of
effective capacity. The effective capacity of a QoS constrained system
appears to level off even before the system enters its information theo-
retic wideband regime [37].

For the system parameters listed in Table I, the effective capacities
�i(�0;W; P ) of the two wireless channels are plotted as a function of
spectral bandwidthW in Fig. 10. We can see from the figure that the ef-
fective capacities of the two channels level off rapidly once W is large
enough. This explains why doubling the spectral bandwidth of a FDM
system does not necessarily improve the effective capacity by much.
This limitation is also partly due to the underlying assumption that
channel state information is not available at the transmitters. Inciden-
tally, users cannot transmit at the (error-free) instantaneous Shannon
capacity, and therefore they do not benefit from the additional degrees
of freedom associated with a larger spectral bandwidth. When the avail-
able spectrum is large enough, the queueing behavior of the system is
dominated by the holding time of the service off state, which is inde-
pendent of the channel bandwidth [37].

B. Cooperation With Interuser Buffers

A straightforward generalization of the user-cooperation scheme
proposed in Section II is to add buffers for the interuser traffic of both
transmitters. In this case, the inter-user traffic can be buffered locally
and, as such, data can be sent to the other user even when the source
is in its off state. This more flexible setup can only improve system
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Fig. 10. Effective capacity for � = 0:01.

performance and thereby enlarge the achievable rate-region of the
user-cooperation system. To characterize the achievable rate-region of
this communication scheme, we need to derive the effective bandwidth
of the departure process of the interuser traffic. Since the gain of the
interuser channel is constant, the effective bandwidth of the interuser
traffic can be analytically characterized [20]. However, we elect not to
compute the exact achievable rate-region for the problem at hand when
buffers are used for the interuser channels. Rather, we provide tight
upper and lower bounds for the periphery of the achievable rate-region.

The user-cooperation system without interuser buffers can be
thought of as a special case of the cooperative system described above.
It corresponds to the situation where the interuser buffers remain
empty at all times. In this sense, the achievable rate-region of the
user-cooperation system without interuser buffers serves as a lower
bound for the achievable rate-region of the user-cooperation system
with interuser buffers. On the other hand, the achievable rate-region
of the idealized user-cooperation system (G!1) serves as an upper
bound for the user-cooperation system with inter-user buffers. Indeed,
as G approaches infinity, the constant service rates of the interuser
channels become increasingly large. This insures that these buffers
remain empty. The boundary of the achievable rate-region for the
buffered user-cooperation system must lie between the dashed line and
the solid line in Fig. 7 and in Fig. 8. Since the gap between the upper
and lower bounds is quite narrow, the gains associated with using in-
teruser buffers for the system under study must be somewhat marginal.
The tedious analysis of the more elaborate buffered scheme provides
little additional insight about the possible benefits of user-cooperation
in wireless systems, it is therefore not included in this correspondence.

VI. CONCLUSION

In this correspondence, we proposed a simple user-cooperation
scheme that works under the assumption that channel state information
is only available at the receivers, not at the transmitters. A Markov
model was introduced to capture the unreliable nature of the wireless
environment. For a fixed coderate, the overall performance of the wire-
less channel is modeled as a two-state Gilbert–Elliott model. Based
on this Markov assumption, we introduced a cross-layer approach
to analyze the performance of the wireless communications systems
under strict QoS constraints.

The achievable rate-region of the proposed user-cooperation scheme
is characterized and it is compared to the region of a noncooperative
system. Numerical results suggest that cooperation yields a large
gain over traditional systems. User-cooperation can therefore provide
wireless users with the flexibility to better share system resources.
Our queueing analysis also hints at the fact that overall performance
depends heavily on the time correlation of the underlying physical
channel. In that sense, effective capacity is much more sensitive to

higher order statistics than, say, ergodic capacity or outage capacity.
It is therefore imperative to use channel models that are amenable to
analysis while providing an accurate representation of reality.
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