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Mode-suppression 
A simple and provably stable chunk 
sharing algorithm for P2P networks 
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Peer to Peer Network 

v  P2P network offers many advantages 
over Client-Server approach 
•  Scalability 
•  Decrease the cost of distribution 
•  Build robustness 

v  30% of P2P traffic in Asia-Pacific 
region in 2016 

v  BitTorrent is the popular P2P application used for file 
sharing  

v  Spotify uses a combination of client server and P2P for 
music streaming and downloads 

v  Microsoft is using P2P for distributing Windows 10 
updates 
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§  File is divided into 𝑚 chunks 
§  New peers enter the system with no chunks
§  Arrival process is  Poisson(𝜆)
§  Peer leaves the system as soon as it receives all the chunks

P2P File sharing: System Model 

Seed	

𝜆	

𝜇	

𝑈	

…
1,2,	……..	,m	

v There always exists a seed that posseses 
all the chunks

v Seed contacts a peer according to a 
Poisson(𝑈) contact process 

v Every peer contacts another peer(s) 
according to a Poisson(𝜇) contact process

v Chunks are transmitted according to given 
chunk selection policy…

1,2,	……..	,m	
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Hajek’s – (In) Stability Result 

§ The system is said to be stable for a given 𝜆 if the 
Markov Chain is positive recurrent

§ In general if a peer selection is random then any "work 
conserving” policy will be unstable if 𝜆>𝑈

§ Mendes, Towsley et.al observed that P2P networks 

following the BitTorrent protocol show unstable 
behavior due to the formation of large One clubs.

Rarest First Policy:  Find the list of useful chunks and among 
them select the chunk with least marginal chunk frequency
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§  An entering peer is likely to join the One club
§  If a One club peer samples an infected peer, it will leave the 

system: the infected peers will not grow and One club keeps 
growing. 

§  System becomes unstable

Why Unstable? Missing Chunk Syndrome 

One	Club	

New	Peer	

Infected	

Normal	
Young	
Peers	 Seed	

One Club: Group of peers which have all the chunks except 
one particular chunk
Infected Peers: Peers that posses the chunk that one club 
peers are missing
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Missing Chunk Syndrome in Simulations 

One	Club	Formation	
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Related Work 

hand, by suppressing some chunk sharing (as in the GS, MS
or DMS algorithms), we can ensure peers stay longer at the
expense of increasing sojourn time, with too much suppression
leading to instability. On the other hand, trying too hard to be
work conserving (maximizing sharing as in random or RF)
with the idea of reducing sojourn times can lead to instability
due to chunk starvation. Our future work will be to obtain a
deeper understanding of the trade-off between suppression and
sharing to minimize sojourn time for stable protocols.
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APPENDIX

AUXILLIARY RESULTS

Lemma 2. For each state x, the fraction of peers with least

popular chunk is upper bounded by
m�1
m .

Proof: Any peer in the system can have at most m � 1
pieces, or else it would leave the system. The result follows
from bounding the total number of pieces in the system as

m⇡|x| 
X

i2[m]

⇡i|x| =
X

S([m]:S 6=;

|S|xS  (m� 1)|x|.

Recall ⇡ and ⇡ respectively denote the fraction of peers that
have the most and least popular chunks. When all chunks are
equally popular, then ⇡ = ⇡ = ⇡j for each chunk j.

When the set of most popular chunks I(x) ( [m], the least
popular chunk is denoted by j /2 I(x), and ⇡ = ⇡j . In this
case, the least popular chunks are possessed by at least one
less peer than the corresponding number for other chunks.
That is, when ⇡i > ⇡, we have ⇡i|x|� ⇡|x| > 1. Specifically,
2(⇡ � ⇡)|x|� 1 > 1.

Lemma 3. Let K1 > 0,K2 < 2 be constants. For each ✏ > 0
there exists an N(K1,K2, ✏) 2 R+

, such that if ⇡|x| � N ,

then for I(x) ( [m], we have

C1��K1

X

j /2I(x)

Rj(1� ⇡j)(2(⇡ � ⇡j)|x|�K2) < �✏.

Proof: Lower bounding the summation over [m] \ I(x)
by a single term corresponding to the least popular chunk j,
and lower bounding 1�⇡ by 1

m from Lemma 2, we can upper
bound the LHS of the above equation by

C1�� K1

m
Rj(2(⇡ � ⇡j)|x|�K2).

To upper bound the above equation, we define ⌘ as the ratio of
number of peers with the least and the most popular chunks.
That is, ⇡ = ⌘⇡ and ⌘ 2

h
0, 1� 1

⇡|x|

i
, and we can write

Rj(2(⇡ � ⇡j)|x|�K2) = (U + ⌘⇡µ|x|)(2⇡(1� ⌘)|x|�K2)

= �K2U + 2U⇡|x|(1� ⌘)�K2⌘⇡|x|µ+ 2⇡2|x|2µ⌘(1� ⌘).

Let us denote the above quadratic expression in ⌘ by g(⌘). We
can check that g00(⌘) = �4⇡2|x|2µ < 0. Hence, the function
g(⌘) is strictly concave and quadratic in ⌘, with a unique
maximum. This function attains minimum at the boundary
values of ⌘, and we can lower bound g(⌘) as

g(⌘) � min{g(⌘) : ⌘ 2 [0, 1� 1

⇡|x| ]} = g(0) ^ g(1� 1

⇡|x| )

=
K1

m
[U(2⇡|x|�K2) ^ (2�K2)(U + µ(⇡|x|� 1)] .

The result follows since C1� � K1
m g(⌘) < �✏ if ⇡|x| > N ,

where we can choose N to be

max

(
1

2

 
C1�+ ✏

K1
m U

+K2

!
,

 
C1�+ ✏

K1
m (2�K2)µ

� U

µ
+ 1

!)
.

Corollary 4. Let K1 > 0,K2 < 2 be constants, ⇡(x) � �,

and I(x) ( [m]. Then, for each ✏ > 0, we can find an L such

that when |x| > L,

C1��K1

X

j /2I(x)

Rj(1� ⇡j)(2(⇡ � ⇡j)|x|�K2) < �✏.

Proof: Fix ✏ > 0, we choose the N from Lemma 3 and
L = N

� . Then ⇡|x| � N , and the inequality holds.
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Lemma 2. For each state x, the fraction of peers with least

popular chunk is upper bounded by
m�1
m .

Proof: Any peer in the system can have at most m � 1
pieces, or else it would leave the system. The result follows
from bounding the total number of pieces in the system as

m⇡|x| 
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equally popular, then ⇡ = ⇡ = ⇡j for each chunk j.

When the set of most popular chunks I(x) ( [m], the least
popular chunk is denoted by j /2 I(x), and ⇡ = ⇡j . In this
case, the least popular chunks are possessed by at least one
less peer than the corresponding number for other chunks.
That is, when ⇡i > ⇡, we have ⇡i|x|� ⇡|x| > 1. Specifically,
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To upper bound the above equation, we define ⌘ as the ratio of
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, and we can write
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= �K2U + 2U⇡|x|(1� ⌘)�K2⌘⇡|x|µ+ 2⇡2|x|2µ⌘(1� ⌘).

Let us denote the above quadratic expression in ⌘ by g(⌘). We
can check that g00(⌘) = �4⇡2|x|2µ < 0. Hence, the function
g(⌘) is strictly concave and quadratic in ⌘, with a unique
maximum. This function attains minimum at the boundary
values of ⌘, and we can lower bound g(⌘) as

g(⌘) � min{g(⌘) : ⌘ 2 [0, 1� 1

⇡|x| ]} = g(0) ^ g(1� 1

⇡|x| )

=
K1
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[U(2⇡|x|�K2) ^ (2�K2)(U + µ(⇡|x|� 1)] .

The result follows since C1� � K1
m g(⌘) < �✏ if ⇡|x| > N ,

where we can choose N to be
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Corollary 4. Let K1 > 0,K2 < 2 be constants, ⇡(x) � �,

and I(x) ( [m]. Then, for each ✏ > 0, we can find an L such

that when |x| > L,

C1��K1

X

j /2I(x)

Rj(1� ⇡j)(2(⇡ � ⇡j)|x|�K2) < �✏.

Proof: Fix ✏ > 0, we choose the N from Lemma 3 and
L = N

� . Then ⇡|x| � N , and the inequality holds.

hand, by suppressing some chunk sharing (as in the GS, MS
or DMS algorithms), we can ensure peers stay longer at the
expense of increasing sojourn time, with too much suppression
leading to instability. On the other hand, trying too hard to be
work conserving (maximizing sharing as in random or RF)
with the idea of reducing sojourn times can lead to instability
due to chunk starvation. Our future work will be to obtain a
deeper understanding of the trade-off between suppression and
sharing to minimize sojourn time for stable protocols.
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or DMS algorithms), we can ensure peers stay longer at the
expense of increasing sojourn time, with too much suppression
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with the idea of reducing sojourn times can lead to instability
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§  The idea behind the Group Suppression is to avoid the 
growth of One club peers

§  In particular the peers in One club will not transfer chunks to 
new young peers if One club is large

§  Has good sojourn time in general (although variable).

Group Suppression 

§  A peer from the largest group should not give a chunk to 
any peer possessing fewer chunks than itself

§  A seed should give chunks only to the most deprived peers

Sojourn Time :  Sojourn time is the amount of time a peer spends in 
the system before leaving the system by receiving all the chunks 

Group Suppression is stable for 𝜆>0 if 𝑚=2
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System Model 

𝑚=3	 𝑋(𝑡)=(0,1,2,0,0, 0, 1)	

2= <0,1,0> 	

6= <1,1,0> 	

1= <0,0,1> 	

2= <0,1,0> 	

§  𝑋S(𝑡) denote number of peers with chunk profile 𝑆
§  State of the System at time 𝑡 is denoted by 𝑋(𝑡) and is a vector 

of length  2m−1 elements
§  The element at index 𝑖 is the number of peers with chunk profile 

corresponding to 𝑖.	
§  𝑋(𝑡)[𝑖]=	X𝑆	(𝑡) where <S> = i
§  Total number of peers in the system is |𝑋(𝑡)|=∑ 𝑠⊂[𝑚]𝑋S(𝑡) 
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Mode Suppression 

D(𝑥)={2,5}	 D(𝑥)=𝜙	
ℳ(𝑥)={1,2,3,4,5}	ℳ(𝑥)={2,5}	

§  In the first case if a peer with (0,0,0,0,0) 𝑚𝑒𝑒𝑡𝑠 (0,1,0,0,1) then 
no chunk transferred

Suppress chunks which are in the mode except when all the indices are in the mode 

2	4	1	3	4	 2	2	2	2	2	
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Mode Suppression – Q Matrix 

§  Let 𝐴(𝑥,𝐵,𝑆) be the set of allowed chunks from 𝐵 to 𝑆, then 

Where,	

1 Equations in presentation

Q(x, x+ e�) = � and 8S : j /2 S (1)

Q(x, TS,j(x)) =
xS

|x|

0

@ U

m� |S|) + µ
X

T :j2T

xT

|T � S|

1

A (2)

where,

TS,j(x) = x� eS if S [ j = 1 (3)

= x� eS + eS[j o.w (4)

(5)

A(x,B, S) = B\(S [D(x)) (6)

(7)

1

1 Equations in presentation

Q(x, x+ e�) = � and 8S : j /2 S (1)

Q(x, TS,j(x)) =
xS

|x|

0

@ U

m� |S|) + µ
X

T :j2T

xT

|T � S|

1

A (2)

where,

TS,j(x) = x� eS if S [ j = 1 (3)

= x� eS + eS[j o.w (4)

(5)

A(x,B, S) = B\(S [D(x)) (6)

(7)

8S : j /2 S; j /2 D(x), (8)

Q(x, TS,j(x)) =
xS

|x|

⇣ U

|A(x, [m], S)| + µ
X

T :j2T

xT

|A(x, T, S)|

⌘
(9)

Q(x, x+ e�) = � (10)

(11)

1

Chunk	from	Seed	
Chunk	from	other	Peers	

Seed	

𝜆	
𝜇	

𝑈	 …
1,2,	……..	,m	

1 Equations in presentation

Q(x, x+ e<�>) = � and 8S : j /2 S (1)

Q(x, TS,j(x)) =
xS

|x|

0

@ U

m� |S|) + µ
X

T :j2T

xT

|T\S|

1

A (2)

where,

TS,j(x) = x� e<S> if S [ j = [m] (3)

= x� e<S> + e<S[j> o.w (4)

(5)

A(x,B, S) = B\(S [D(x)) (6)

(7)

8S : j /2 S; j /2 D(x), (8)

Q(x, TS,j(x)) =
xS

|x|

⇣ U

|A(x, [m], S)| + µ
X

T :j2T

xT

|A(x, T, S)|

⌘
(9)

Q(x, x+ e�) = � (10)

(11)

V (x) =
mX

i=1

⇣
(⇡ � ⇡i)|x|

⌘2

| {z }
L1

+ C1

�
(1� ⇡)

�
|x|

| {z }
L2

+C2

⇣
M �

mX

i=1

⇡i|x|
⌘+

| {z }
L3

(12)

Theorem 1 The stability region of the Mode Suppression Policy is � > 0 if
m � 2, U > 0 and µ > 0.

(Foster-Lyapunov Criteria:) Suppose X(t) is irreducible and if there exists
a function V : S ! R+ such that

1.
P

y 6=x Q(x, y)(V (y)� V (x))  �✏ if x /2 F , and

2.
P

y 6=x Q(x, y)(V (y)� V (x))  K if x 2 F ,

1
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Stability of Mode Suppression 

§  To prove the stability we need to prove that the Markov Chain is 
positive recurrent

§  Proving positive recurrence directly is difficult in this case 
§  So, we employ Foster-Lyapunov criteria and come up with a 

Lyapunov function for which the drift is negative

1 Equations in presentation

Q(x, x+ e�) = � and 8S : j /2 S (1)
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xS

|x|
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where,
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Theorem 1 The stability region of the Mode Suppression Policy is � > 0 if the
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1

Foster - Lyapunov Criteria 

§  The following Lyapunov Function will satisfy the Foster-Lyapunov 
criteria

§  All  are functions of state  
§  We need to show that that the drift is negative except in some 

finite set
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 L2 decreases if    increases.
In Mode Suppression this will happen only when 
the marginal chunk frequencies is uniform

Intuition 

§  Number of chunks in the system increases
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Theorem 1 The stability region of the Mode Suppression Policy is � > 0 if
m � 2, U > 0 and µ > 0.

(Foster-Lyapunov Criteria:) Suppose X(t) is irreducible and if there exists
a function V : S ! R+ such that
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P

y 6=x Q(x, y)(V (y)� V (x))  �✏ if x /2 F , and
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1

§  L1 is the sum of differences in marginal 
chunk frequencies. 

§  Mode suppression increases     but not 
if ⇡i < ⇡

⇡i ⇡̄

⇡̄
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Progression of Mode Suppression 

1

2 3 4 5 6

1

D(x) = {2, 3, 4, 5, 6}

1 2 3 4 5 6

2

D(x) = �

1 2 3 4 5 6

3

D(x) = {5}

1 2 3 4 5 6

4

D(x) = {1, 2, 4, 5, 6}

1 2 3 4 5 6

5

D(x) = �
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Threshold Mode Suppression 

§  In MS any slight deviation from uniform marginal chunk 
frequency will result in suppression

§  Though this is favorable for stability, this will not result in best 
sojourn times

§  Is there a way to reduce the suppression of MS without 
compromising stability?  

§  Use a “noisy” mode estimate: Threshold Mode Suppression(TMS) 

§  The idea of TMS is to suppress the modes only if they are 
abundant compared to least frequency chunks

§  The set of indices suppressed in Threshold Mode 
Suppression are

for some ✏ > 0,K < 1 and a bounded set F , then X(t) is positive recurrent.

C1��
X

j /2I(x)

Rj

m

h
(2(⇡ � ⇡j)|x|� 1)(1� ⇡j)

+ C2(1� ⇡j � �j)1{M>r} � �jC2m(m� 1)1{M+m�1>r}

i
.

(13)

�L1  �
X

j /2D(x)

1

m
(1� ⇡j)(U + µ⇡j |x|)(2|x|(⇡ � ⇡j)� 1)

�L2 = C1�

�L3  �C2

X

j /2D(x)

1

m
(1� ⇡j)(U + µ⇡j |x|)IM+m�1>

P
j ⇡j |x|

�L1  1

m
(1� ⇡)(U + µ⇡|x|)(m� 1)

�L2 = C1�� 1

m
(1� ⇡)(U + µ⇡|x|)(C1)

�L3  �C2
1

m
(1� ⇡)(U + µ⇡|x|)IM+m�1>

P
j ⇡j |x|

DT (x) =
n
k|⇡k(x) = ⇡(x),⇡(x)|x| � ⇡(x)|x|+ T

o
(14)

D(x) =
n
k|⇡k(x) = ⇡(x),⇡(x)|x| = ⇡(x)|x|+ 1

o
(15)

Theorem 2 The stability region of Threshold Mode Suppression (TMS) is � >
0 for any finite threshold T < 1, if m � 2, µ > 0 and U > 0.

Theorem 3 In Threshold Mode Suppression policy, as � ! 1,

1. (Scaling of Number of Peers) the average number of peers (L) scales
linearly with �.

2. (Scaling of Sojourn time) the average sojourn time of the peers (W )
remains bounded and doesn’t scale with �.

(Kingman Moment bound) Suppose V, f, and g are nonnegative func-
tions of S, and suppose QV (i)  �f(i) + g(i) for all i 2 S. In addition,
suppose X is positive recurrent, so that the means, f̄ = ⇡f and ḡ = ⇡g
are well defined. Then f̄  ḡ.

2
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Threshold Mode Suppression 

1

2 3 4 5 6

1

D(x) = {2, 3, 4, 5, 6}
DT (x) = {2, 3, 4, 5, 6}

1 2 3 4 5 6

2

D(x) = �
DT (x) = �

1 2 3 4 5 6

3

D(x) = {1, 2, 4, 5, 6}
DT (x) = �

v When 𝑇=1, TMS = Mode Suppression 
v When 𝑇→∞, TMS → Random Chunk because there won’t be any 

suppression  

v Example when T=2 
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TMS - Stability 

§  Proof is using Foster-Lyapunov Criteria 
§  Same Lyapunov function works 
§  With the constant 𝐶↓1 >(2𝑇−1)(𝑚−1)
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i
.
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D(x) =
n
k|⇡k(x) = ⇡(x),⇡(x)|x| = ⇡(x)|x|+ 1

o
(15)

Theorem 2 The stability region of Threshold Mode Suppression (TMS) is � >
0 for any finite threshold T < 1, if m � 2, µ > 0 and U > 0.

2

1 Equations in presentation

Q(x, x+ e�) = � and 8S : j /2 S (1)
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where,
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Theorem 1 The stability region of the Mode Suppression Policy is � > 0 if the
file has at least m � 2 and U, µ have positive contact rates.

(Foster-Lyapunov Criteria:) Suppose X(t) is irreducible and if there exists
a function V : S ! R+ such that

1.
P

y 6=x Q(x, y)(V (y)� V (x))  �✏ if x /2 F , and

2.
P

y 6=x Q(x, y)(V (y)� V (x))  K if x 2 F ,

for some ✏ > 0,K < 1 and a bounded set F , then X(t) is positive recurrent.

�L1 = V (TS,j(x))� V (x) = 1� 2(⇡̄ � ⇡j)|x|� C21{M>
P

i ⇡i|x|}.

1

C1
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Scaling of Sojourn Time with 𝝀 

§   To prove this we use a Kingman moment bound

for some ✏ > 0,K < 1 and a bounded set F , then X(t) is positive recurrent.
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Theorem 2 The stability region of Threshold Mode Suppression (TMS) is � >
0 for any finite threshold T < 1, if m � 2, µ > 0 and U > 0.

Theorem 3 In Threshold Mode Suppression policy, as � ! 1,

1. (Scaling of Number of Peers) the average number of peers (L) scales
linearly with �.

2. (Scaling of Sojourn time) the average sojourn time of the peers (W )
remains bounded and doesn’t scale with �.

Theorem 4 (Kingman Moment bound) Suppose V, f, and g are nonnegative
functions of S, and suppose QV (i)  �f(i) + g(i) for all i 2 S. In addition,
suppose X is positive recurrent, so that the means, f̄ = ⇡f and ḡ = ⇡g are well
defined. Then f̄  ḡ.
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Theorem 2 The stability region of Threshold Mode Suppression (TMS) is � >
0 for any finite threshold T < 1, if m � 2, µ > 0 and U > 0.

Theorem 3 In Threshold Mode Suppression policy, as � ! 1,

1. (Scaling of Number of Peers) the average number of peers (L) scales
linearly with �.

2. (Scaling of Sojourn time) the average sojourn time of the peers (W )
remains bounded and doesn’t scale with �.

(Kingman Moment bound) Suppose V, f, and g are nonnegative func-
tions of S, and suppose QV (i)  �f(i) + g(i) for all i 2 S. In addition,
suppose X is positive recurrent, so that the means, f̄ = ⇡f and ḡ = ⇡g
are well defined. Then f̄  ḡ.
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Heuristic Variants 

§  Noise in calculating the mode is acceptable within limits 
(threshold mode suppression).

§  Distributed Mode Suppression: Sample three peers and 
calculate mode using those three.  Suppress mode as long as it 
appears in more than one peer.

§  Exponentially Weighted Moving Average Mode Suppression:  
Sample only one peer each time. Build up a mode estimate by 
using historical chunk frequency information from each 
contacted peer with diminishing weights. 
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Stability 

=	

Fig. 4. Chunk frequency evolution in a system with m = 5 chunks under different policies when starting from the state of a “missing-chunk” ( whose
frequency is indicated by a red/dashed line). Rarest-first is clearly unstable, since it cannot recover, whereas the other protocols manage to bring the chunk
back into peer circulation and stabilize the system.

time a peer spends in the system collecting all chunks before
leaving. In Figure 5, the peer arrival rate is fixed at � = 30
and we plot the mean stationary sojourn times of the peers for
different policies, for different values of file chunks m. The
stationary sojourn times are obtained by running the system for
a long period of time and ignoring the first 2000 peers that
left the system. Our goal is to evaluate how effectively the
algorithms use their information on chunk statistics. Further,
we also wish to study the effect of chunk diversity provided
through being able to choose a chunk from 1 versus 3 peers.
Thus, we have two versions of each algorithm that both use
identical chunk statistics obtained through sampling all or
some peers as per the algorithm. However, the first version
can obtain any one chunk from those possessed by 1 randomly
selected peer, while the second can pick any one chunk from
the set of chunks possessed by 3 randomly selected peers. We
see that GS and MS have comparable performances, while
DMS has the least average sojourn times among all policies
in both scenarios.

Also note that on average, the stationary sojourn time for
DMS(3) is essentially the same as the number of chunks
m, i.e., peers collect close to 1 chunk per unit time on
average. Since the rate of peer contact is 1, this fact indicates
that among the algorithms compared, DMS-3 attains the best
possible trade-off between suppression (to keep peers in the
system) and sharing (to enable peers to gather chunks).

VIII. CONCLUSION

In this work, we analyzed the scaling behavior of a P2P
swarm with reference to its stability when subjected to an
arbitrary arrival rate of peers. It has been shown earlier that
not all chunk sharing policies are stable in such a regime,
and our goal was to design a simple and stable policy that
yields low sojourn times. Our main observation was that,
contrary to the traditional approach of boosting the availability
of rare chunks, preventing the spread of the most frequent
chunk(s) yields a simple and stable policy that we entitled
mode suppression (MS). We analytically proved its stability,
and also described version of the policy entitled distributed
mode suppression (DMS) that works on the same principle.
DMS only uses locally sampled statistics using three randomly
selected peers, and yields low (near-optimal) sojourn times in
numerical studies. An additional observation is that DMS-3
attains this performance, i.e., it appears that the chunk diversity
provided by choosing a chunk from the set possessed by three
randomly selected peers is sufficient for optimality.

Our results indicate that there is a delicate trade-off between
sharing (i.e., uploading a useful chunk if at all possible) and
suppression (i.e., trying to reduce chunk transfers to keep peers
in the system so that they can help others). The chunk selection
policy has a fundamental impact on this trade-off. On one
hand, by suppressing some chunk sharing (as in the GS, MS
or DMS algorithms), we can ensure peers stay longer at the
expense of increasing sojourn time, with too much suppression
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Fig. 5. Stationary mean sojourn times of stable policies for different values of m.

leading to instability. On the other hand, trying too hard to be
work conserving (maximizing sharing as in random or RF)
with the idea of reducing sojourn times can lead to instability
due to chunk starvation. Our future work will be to obtain a
deeper understanding of the trade-off between suppression and
sharing to minimize sojourn time for stable protocols.
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APPENDIX

AUXILLIARY RESULTS

Lemma 4. For each state x, the fraction of peers with least

popular chunk is upper bounded by ⇡  m�1
m and hence

(1� ⇡) � 1
m .

Proof: Any peer in the system can have at most m � 1
pieces, or else it would leave the system. The result follows
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Conclusions 

§  Random Chunk & Rarest first policies are not stable at higher 
peer arrival rate and we need suppression for stability

§  Came up with provably stable policies MS & TMS

§  TMS has the right amount of suppression to provide stability and 
good sojourn times

§  Developed a distributed version of MS and proved its stability 
when m=2

§  Proved that in TMS waiting time remains bounded even when 
𝜆→∞
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Thank You
Questions?


