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https://www.sandvine.com/hubfs/Sandvine Redesign 2019/Downloads/2021/Phenomena/MIPR%20Q1%202021%2020210510.pdf



4/ 24

Centralized Paradigm
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Potential Issues
▶ Not scalable with traffic load

▶ Susceptible to hardware failures and attacks
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Distributed Paradigm
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Resilience though redundancy

Vault

File 1

File 2

File 3

File 4

File 5

File 6

File 1 File 3 File 5

File 1 File 4 File 6

File 2 File 3 File 6

File 2 File 4 File 5

Routed Requests

Latency redundancy tradeoff

▶ Download speedup due to parallel access

▶ Increased load due to redundant access
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Load balancing through file fragmentation
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Shared coherent access
▶ Availability and better content distribution

▶ File segments on multiple servers
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Independent parallel servers
Memoryless service

File 1A

File 1A

File 1B

File 1B

Multiple Requests

Partial Completions

Download request sent to all N parallel servers

▶ each server stores a single message

▶ query completed when K servers respond

▶ independent and identically distributed download times:
memoryless with unit rate
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Erasure Codes

A B C A+B B+C C+A

A B ? ? B+C ?

Single file divided into K fragments

▶ encoded into KR fragments

▶ each coded fragment stored over N = KR servers

▶ reconstruction by set of K coded symbols: information sets
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Erasure and Downloads
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N coded fragments stored on N servers

▶ each download reveals a coded symbol

▶ incomplete downloads are like erased symbols

▶ number of erased symbols decreasing with time
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Information Sets
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Information sets
▶ I = {S ⊂ [n] : |S | = k , coded symbols at S reconstruct m}
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Information Sets
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Replication (N ,K )
Irep = {S ⊆ [N] : |S| = K , distinct in S}
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MDS (N ,K )
Imds = {S ⊆ [N] : |S| = K}
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Useful Servers
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▶ Observed servers T ⊂ S for some info set S ∈ I
▶ Useful servers M(T ) =

⋃
S∈I S \ T

▶ Symmetric codes: number useful servers N|T | = |M(T )|
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Symmetric Codes
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Nℓ = (K − ℓ)N/K
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Nℓ = (N − ℓ)
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Properties of memoryless service distributions

x y

T

Exponential random variable T

▶ Tail probability P{T > x} = e−x and unit mean

▶ Remaining time is independent of age

P({T > x + y} | {T > x}) = P{T > x + y}
P{T > x}

= P{T > y}
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Properties of memoryless service distributions
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Minimum of i.i.d. exponential (T1, . . . ,TN)

▶ Minimum also exponential with rate N and hence mean 1/N

P({min
i

Ti > x}) = P(∩N
i=1{Ti > x}) =

N∏
i=1

P({Ti > x}) = e−Nx

▶ At time T(1) = minTi , remaining (N − 1) i.i.d. exponential
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File download time
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Mean file download time
▶ fragment downloads are i.i.d. and memoryless with unit rate

▶ parallel access from Nℓ useful servers after ℓ downloads

▶ Harmonic sum of number of useful servers
∑V−1

ℓ=0
1
Nℓ
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File download time

(N ,K ) replication code
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▶ Mean download time∑K−1
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K
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(N ,K ) MDS code
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▶ Mean download time∑K−1
ℓ=0

1
N−ℓ ≈

K
N

MDS is the optimal code for minimizing the download time
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Comparison of Replication and MDS
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Replication performs worse as the system grows larger
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Comparison of Replication and MDS
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Mean download time for K = 5
Diminishing gains with increased redundancy and coding
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Summary and Conclusion

▶ Reconstruction of files from the parallel download of coded
fragments is similar to erasure decoding

▶ We computed mean download time for symmetrically coded
distributed storage systems

▶ For exponential download times, we proposed to maximize
mean number of useful servers instead of minimizing latency

▶ We show that MDS codes are optimal
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