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1 Boolean function

Definition 1 Any function defined on Fy, taking values either 0 or 1 is
called a Boolean function.

f: FQ%FQ

1.1 Lagrange Interpolation

flxy, ... xy) = Z f(al---am)H(xi+ai+1)

a1 Qm =1

Thus every Boolean function can be represented as a multi variable (MV)
polynomial of degree < m.

m m
flzr, .. xm) =ao+ g a;x; + E QLT 4 4 Q1 gy T1To - - Ty
i=1 ij=1

G>i

Lagrange interpolation establishes a map from Boolean function over F}* to

a multi variable polynomial in m binary variables Xi,...,X,,. The set of
all Boolean functions over F' is a vector space of dimension 2™. On the
other hand, the monomials 1, {z;}/", {z;z; }1<icj<m, .- -, T1 ... Ty, span this
space.

(Note that the map from Boolean function to multivariate polynomial is lin-
ear)
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Figure 1: Mapping from Boolean function to MV polynomial

Thus the monomials form a basis for the set of all multivariate polynomials.
The corresponding Boolean functions form a basis for the space of all Boolean

functions.
Note that

Z oy ) = a1 m

L1 Tm

This is because

E Lij1Lijgy =
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eFy

>

zj,jE{ir.ir}

'.Tir: E E E l’ill'iQ"'.Tir

Tiy Tig T,

_)2m" =0 (mod 2) fo<r<m-1
)1 ftm=r

Number of monomials in m binary variables = 1 4+ m + (?) +o Tt (m)
m

=om

2 Reed Muller(binary) codes

Definition 2 The r'" order Reed Muller code RM(r,m) is given by:
RM(r,m) = {(f(g),g € Fy) | deg(f) < 7’}

2



length of RM(r,m) = 2™
dimension of RM(r,m) = (m)

=0

Example 1 RM(2,4)
length = 24
dimension = (é) + (411) + (3) =11

4 4 4
flwy, w2, w5, 00) = ag + Y agwi+ Y Y ;15
i=1 i=1 j=1
Theorem 1 (RM(r, m))L =RM(m —r—1,m)

Proof :

Let, f(x1,...,2,) have degree <r

g(x1,...,2,) have degree <m —r —1

Consider, Z flr, . o zm) gz, 2,) =0

Tl Tm
EFS‘

degree < m—r—14+r=m-—1 becauseZh(ml,...,xm) = 0 for any

z€Fy

Boolean function of degree <m (since the coefficient as._,, = 0)



Thus RM(m —r —1,m) C (RM(r, m))L

m—r—1
But, dim(RM(m —r —1,m)) = (m)

=2M — (m) (from equation 1)
o (RM(r, m))L =RM(m—r—1,m)

Example 2 (RM(2,4))" = RM(1,4)

2.1 Minimum Distance of RM(r,m)
Theorem 2 d,;, (RM(T’ m)) — gm-r

Proof :
Since we are able to correct t = 2™~ "~1 — 1 errors

Ain > 202" — 1) + 1
— 2m—7‘ _ 1

But the hamming weight of every code word in RM(r,m) is even for r<m

> 2771—7"

But the code word associated to X; X5 ... X, has hamming weight = 2™~"

S lpin =277 (since dppin = Winin)

For the case r = m, RM(m,m) = set of all 2" tuples.

=2""" in this case as well
Example 3 Consider RM(2,4)
[n, k,d] = [16,11,4]
flz) =142+ 22+ 2129 + 2324
Truth table for f(x) is shown in fig:2
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Figure 2: A Boolean function in 4 variables

4
f(x1, 29, 23, 24) = ag + Z a;T; + Z Qi TiT 5
i=1 g>i
to find asy we set x1 =01, xo =60y 01,05 € Fy
By magority logic decoding

a3q = Zf(91,92,5173,$4) =1

T3T4

same way, by majority logic decoding

&12 - Zf(x17x27037e4) =1

12

Example 4 Consider g(z1220314) = f(T1220374)+T122+2374 where f(x1x00374)
is from example 3. Truth table for g(x) is shown in fig:3.
g(x1x0324) = A9 + 121 + A9y + a3T3 + a7y
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Figure 3: A Boolean function in 4 variables
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By majority logic decoding,

&4 = 29(91,62,93,374) =0 91792703 € ]an

T4




