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Abstract— We study the problem of decentralized sequential
change detection with conditionally independent observations.
The sensors form a star topology with a central node called fusion
center as the hub. The sensors transmit a simple function of
their observations in an analog fashion over a wireless Gaussian
multiple access channel and operate under either a power
constraint or an energy constraint. Simulations demonstrate
that the proposed techniques have lower detection delays when
compared with existing schemes. Moreover we demonstrate that
the energy-constrained formulation enables better use of the total
available energy than a power-constrained formulation.

I. INTRODUCTION

Wireless sensor networks can benefit from the broadcast and
multi-access nature of wireless channels. Keeping this in mind,
we design analog communication schemes over a discrete-
time Gaussian multiple access channel (GMAC). In particular,
we are interested in using such a scheme for decentralized
change detection, i.e., detection of a change in hypothesis
over a wireless channel. While we focus on sequential change
detection, our algorithms can be easily extended to sequential
hypothesis testing. We consider a star topology with a central
node called the fusion center as the hub. For simplicity, we
assume a change from one Gaussian distribution to another,
where both distributions have the same variance but different
means. Our development in this paper can be extended to M
hypotheses and arbitrary (known) distributions for the different
hypotheses.

In order to exploit the superposition available in the GMAC,
the sensors make an affine transformation of the observed
data and transmit the output in an analog fashion over the
GMAC. The motivation for using an affine transformation,
even though it may be suboptimal in the present setting, is
that the log-likelihood ratio is a sufficient statistic for the cen-
tralized change detection problem; for Gaussian observations,
this turns out to be an affine function of the observations.
Superposition in the GMAC provides a noisy version of this
sufficient statistic.

We consider two cases: the sensors operate under either a
power constraint or an energy constraint. The latter one is a
better model for optimization because each sensor in reality is
endowed with a constant total energy E and each transmission
expends a certain amount of energy from this energy bank.

This effectively captures both performance requirements and
system costs in the optimization problem.

We now discuss relevant prior work. Page [1] studied change
detection in a centralized setting. Shiryayev [2] studied the
same problem in a Bayesian setting and provided a Markov
decision framework. Veeravalli [3] used dynamic program-
ming to solve the decentralized change detection problem with
communication constraints that model transmission across a
channel. Prasanthi [4] (see also [5]) considered the overall
delay due to both random access and decision making. Our
work differs from that of Veeravalli [3] and Prasanthi [4],
[5] because we propose an analog communication strategy
that exploits correlation in sensor observations and reduces
decision delay.

Mergen and Tong [6] proposed a physical layer fusion
technique called type-based multiple access for estimating
a parameter over a GMAC. Their scheme also exploits the
superposition available in the GMAC in a parameter estima-
tion setting. Ertin and Potter [7] considered generalized cost
functions that combine both the relative risks of decisions
and the computational burden incurred in computing test
statistics for automatic target recognition algorithms. This is
mathematically similar to the energy-constrained formulation
in Section IV.

The paper is organized as follows. In Section II, we for-
mulate the change detection problem and solve it when the
sensors have a power constraint. In Section III, we compare
our scheme with that of Veeravalli [3]. In Section IV, we
consider the energy-constrained formulation and compare this
with the constant power case of Section II.

II. PHYSICAL LAYER FUSION FRAMEWORK

In this section, we focus on the change detection problem in
a Bayesian setting. We obtain an optimal stopping rule and op-
timal parameters of the affine transformation for transmission
over a GMAC, subject to a power constraint.

A. Mathematical Formulation

X ∼ N (θ, σ2) indicates that X is Gaussian with mean θ
and variance σ2.

• The system has L sensors. At time k, sensor Sl makes an
observation Xl,k ∼ N (θk , σ2

obs), where θk is m0 before



the change and m1 after the change, i.e.,

Xl,k = θk + Zl,k, (1)

where Zl,k ∼ N (0, σ2
obs), l = 1, . . . , L.

• Each sensor transmits a function of its observation
φl,k(Xl,k) = Yl,k. The function φl,k is an affine transfor-
mation that is the same for all sensors, i.e.

φl,k(x) = αk(x − ck). (2)

αk and ck are parameters for optimal control.
• The GMAC output received at the fusion center is

Ỹk =
L∑

l=1

Yl,k + ZMAC,k, (3)

where ZMAC,k ∼ N (0, σ2
MAC), is independent and iden-

tically distributed (iid), and is independent of all other
quantities.

• A change from hypothesis H0 to H1 occurs at random
time Γ. Γ has the geometric distribution,

Pr{Γ = k|Γ > 0} = p(1 − p)k−1, k > 0, (4)

and Pr{Γ = 0} = ν is the probability that the change
occurred before the first observation is made.

• The observations at each sensor are independent, condi-
tioned on the change time. Furthermore, the observations
are independent from sensor to sensor, conditioned on the
change time.

• At the fusion center, form Ŷk as follows:

Ŷk =
1

Lαk

(
Ỹk + Lαkck

)
(5)

= θk + ẐMAC,k, (6)

where

ẐMAC,k =
1

L

L∑

l=1

Zl,k +
ZMAC,k

Lαk

∼ N (0, σ2
k),

and

σ2
k =

σ2
obs

L
+

σ2
MAC

α2
kL2

. (7)

• The fusion center chooses an action ak−1 ∈ A at time
k − 1 from set of actions (controls) available

A = {stop} ∪ {(continue, α, c) : α ∈ R+, c ∈ R}.

If ak−1 = stop, the fusion centre decides to stop. If
ak−1 = (continue, αk, ck), the fusion center decides to
take another sample (the kth), and all sensors transmit
φl,k(Xl,k) with parameters (αk , ck).

• As explained in [8], we assume a quasi-classical infor-
mation structure, i.e., the action ak−1 depends on

Ik−1 =
{
a0, Ŷ1, a1, Ŷ2, . . . , ak−2, Ŷk−1

}
. (8)

Even though the sensors may have local memory of past
observations, our framework does not make use of this

additional information. The fusion center feeds back the
action parameters ak−1 to the sensors.

• The average power constraint at each sensor is given by

E

[
α2

k (Xl,k − ck)
2 |Ik−1

]
≤ P, (9)

which simplifies to

α2
k

[
σ2

obs + E

[
(θk − ck)2 |Ik−1

]]
≤ P. (10)

In Section IV, we will relax this and impose an expected
total energy constraint.

• The fusion center policy π is a sequence of proposed
(deterministic) actions π = (πk−1, k ≥ 1), where πk−1

is a function πk−1 : Ik−1 → A. Let τ be the first instant
when the fusion center decides to stop.

Problem 1 (Change Detection with Delay Penalty):
Minimize the expected detection delay, EDD = E (τ − Γ)+,
where x+ = max(0, x), subject to an upper bound on the
probability of false alarm PFA = Pr{τ < Γ} and the power
constraint in (10).

In order to solve Problem 1, Shiryayev [2] proves that it is
sufficient to solve Problem 2 given below. The optimal policy
for Problem 1 is a solution to Problem 2 at an appropriate
value of λ in (11).

Problem 2 (Change Detection with a Bayes Cost):
Minimize the Bayes cost, R(λ), over all admissible policies
π, where

R(λ) = PFA + λEDD

= Pr{Γ > τ} + λE

[
τ−1∑

k=0

Pr{Γ ≤ k|Ik}

]
(11)

and λ > 0 is the cost of unit delay. The expectation is taken
with respect to the probability measure induced by the policy
π.
The equality in (11) follows from a result proved by Shiryayev
in [2, pp.195–196]. This additive (with time) form of the
Bayes cost in (11) along with the assumption of quasi-classical
information structure makes Problem 2 amenable to a solution
based on dynamic programming.

B. Solution to Problem 2

We first restrict the stopping time τ to a finite horizon T .
Using the result from Bertsekas [9, Ch.1, Prop.3.1] 1, the cost-
to-go functions can be written as

J̃T
T (IT ) = Pr{Γ > T |IT }, (12)

J̃T
k (Ik) = min

{
Pr{Γ > k|Ik}, λ Pr{Γ ≤ k|Ik}

+ min
αk+1,ck+1

E

[
J̃T

k+1(Ik+1)|Ik

] }
(13)

for 0 ≤ k ≤ T − 1. We use “min” here anticipating Theorem
4 below which identifies a minimizing set of controls. We
use J̃ to denote cost-to-go functions of the state Ik and let

1The above problem can be cast into a Markov decision problem with
complete observations; this is implicitly shown in [3].



J denote cost-to-go functions of a sufficient statistic given in
the following lemma.

Lemma 1: J̃T
k (Ik) depends on Ik only through the suffi-

cient statistic
µk

4
= Pr{Γ ≤ k|Ik}, (14)

the a posteriori probability that the change has occurred. We
may therefore write J̃T

k (Ik) = JT
k (µk).

Observe that µ0 = ν and that

βk
4
= Pr{Γ ≤ k + 1|Ik} = µk + (1 − µk)p. (15)

It can be shown that the following recursive equation holds
for µk.

µk+1 = Pr{Γ ≤ k + 1|Ik+1}

=
βkfm1,αk+1

(ŷk+1)

βkfm1,αk+1
(ŷk+1) + (1 − βk)fm0,αk+1

(ŷk+1)
(16)

4
=

g(ŷk+1, αk+1, µk)

h(ŷk+1, αk+1, µk)
, (17)

where

fmi,αk+1
(ŷk+1)

4
=

1√
2πσ2

k+1

exp

{
−

(ŷk+1 − mi)
2

2σ2
k+1

}
(18)

for i = 1, 2. The variance σ2
k+1 depends on αk+1 as shown in

(7), and hence the dependence on αk+1 in (17). Note that (17)
depends on ck+1 only through αk+1 because of the processing
done in (5). Also, the optimal controls at time k+1, αk+1 and
ck+1, depend on Ik only through µk. Thus the fusion center
needs to keep only µk ∈ [0, 1] in its memory instead of the
2k-tuple Ik.

As a consequence of the above lemma, we can write (12)
and (13) directly as functions of µk as follows:

JT
T (µT ) = 1 − µT , (19)

JT
k (µk) = min

{
1 − µk, λµk + AT

k (µk)
}

, (20)

where

AT
k (µ) = min

α

∫

R

JT
k+1

(
g (ŷ, α, µ)

h (ŷ, α, µ)

)
h (ŷ, α, µ) dŷ (21)

for 0 ≤ k ≤ T − 1.
To solve Problem 2, we let the horizon T → ∞. From

results in [8] and [3], the following limit exists and is in-
dependent of k. The stationarity of the cost-to-go function
follows from the memoryless nature of geometric distribution.
The infinite horizon cost-to-go function is given by

J(µ) = lim
T→∞

JT
k (µ) (22)

= min {1 − µ, λµ + AJ(µ)} , (23)

where

AJ(µ) = min
α

∫

R

J

(
g (ŷ, α, µ)

h (ŷ, α, µ)

)
h (ŷ, α, µ) dŷ. (24)

The following lemma gives some properties of the finite
horizon and infinite horizon cost-to-go functions.

Lemma 2: The functions JT
k (µ) and AT

k (µ) are nonnegative
and concave functions of µ, for µ ∈ [0, 1]. Also, AT

k (1) =
JT

k (1) = 0. Similarly, the functions J(µ) and AJ(µ) are
nonnegative and concave functions of µ, for µ ∈ [0, 1], and
AJ(1) = J(1) = 0.

We can show an interesting characterization of AJ (µ) in
terms of an Ali-Silvey distance (defined in [10]), which is
useful in the sequel. Its proof is omitted for brevity.

Theorem 3: The minimization in (24) can be expressed as
maximization of an Ali-Silvey distance between the density
functions fm1,α and fm0,α.

The above theorem establishes the following intuitively ob-
vious fact: the optimal control at any time should be chosen to
maximize the Ali-Silvey distance between the two hypotheses
before and after the change. Since Ali-Silvey distances satisfy
the data processing inequality (see for example [11]), data
processing cannot improve our ability to detect a change.

We now identify the optimal stopping policy at the fusion
center as well as the optimal controls α and c.

Theorem 4: An optimal fusion center policy has stopping
time τ given by

τ = inf{k : µk ≥ a}, (25)

where a is the unique solution to

λa + AJ (a) = 1 − a. (26)

The optimal control at time k + 1 is given by

ck+1 = E [θk+1|Ik ] = m1βk + m0(1 − βk), (27)

α2
k+1 =

P

σ2
obs + Var {θk+1|Ik}

=
P

σ2
obs + (m1 − m0)2βk(1 − βk)

, (28)

where βk is as in (15).
Proof: We only outline a proof. The first part follows

from (23) and Lemma 2. To show the second part, we first
show that the largest α that meets the power constraint is
the right choice. Indeed, any smaller choice results in an
output which is a stochastically degraded version of the output
obtained with the largest α. We then use the fact that AJ(µ)
is the maximum of an Ali-Silvey distance and that data
processing only degrades performance.

This theorem confirms yet another intuitively obvious con-
trol: set ck+1 to remove any a posteriori bias in the observation
Xl,k+1 and set αk+1 to utilize all the available power.

C. A Simpler Suboptimal Policy

The choice of an affine transformation φl,k(x) = αk(x−ck)
in (2) may be suboptimal. Within the constraints of this affine
set of controls we have identified the optimal (α, c) at each
stage. Let us now further restrict the controls to be of the
following form: the decision to stop or continue depends on
Ik, but the parameters of the affine transformation at time k+1
can only depend on I0 and bk ∈ {stop, continue}. I0 denotes
the prior information before any observations are made and bk

is the decision of the fusion center at k.



As suggested by the structure of the controls in Theorem 4,
we propose the following new set of controls:

ck+1 = m1βk + m0(1 − βk), (29)

α2
k+1 =

P

σ2
obs + (m1 − m0)2βk(1 − βk)

, (30)

where now βk = Pr {Γ ≤ k + 1|I0} = 1− (1−ν)(1−p)k+1.

III. COMPARISON OF PERFORMANCE

In this section we compare the performances of our policies
in Theorem 4, the suboptimal policy in Section II-C, and
that of Veeravalli [3] in terms of mean detection delay and
probability of false alarm.

Veeravalli [3] addresses the structure of optimal Dl-level
quantizer at sensor Sl, l = 1, 2, . . . , L. His model is applicable
to a system that allows log2 Dl bits to be sent error free from
sensor Sl to the fusion center. For simplicity let Dl = D, l =
1, 2, . . . , L. If this scheme is employed on a GMAC with a
unit delay per sample, each sensor transfers log2 D bits per
sample to the fusion center. Thus the SNR = P/σ2

MAC required
to support transmission at this rate on the GMAC satisfies the
sum rate constraint

L log D ≤
1

2
log (1 + L · SNR), (31)

and thus

SNR ≥
D2L − 1

L
. (32)

The constraint (31) assumes that the data from the sensors are
independent and that the multi-access strategy does not make
use of the correlatedness in the sensor observations.

Observe that Veeravalli’s optimal algorithm requires feed-
back of µk ∈ [0, 1] with the D-level quantizer thresholds
computed at the sensors.2 Alternatively, the fusion center may
perform this calculation and inform each sensor the set of
D−1 thresholds (∈ R

D−1) and a decision to stop or continue.
Our proposed scheme requires the binary decision and two
real-valued variables (α, c) to be fed back. The strategy in
Section II-C requires only the binary decision to be fed back.

Consider two sensors with one-bit quantizers (L = 2, D =
2). Equation (32) implies SNR ≥ 7.5 for Veeravalli’s algo-
rithm to be feasible on the GMAC. All algorithms operate on
the GMAC with SNR = 7.5. We use the following parameters:

Simulation Setup 1: Consider 2 sensors with N (0, 1) and
N (0.75, 1) observations before and after the change, respec-
tively. The geometric parameter p = 0.05 and the initial
probability of change ν = 0.

Figure 1 shows that both our algorithms give lesser delays
than Veeravalli’s algorithm on the GMAC. Furthermore, the
suboptimal policy of Section II-C degrades from that in
Theorem 4 only for the low PFA scenario. The network delay is
independent of the number of sensors in both our algorithms;
the performance improves with increasing number of sensors.
Veeravalli’s scheme on the other hand requires an exponential
growth in SNR (with L, as in (32)) to maintain the same delay

2Each sensor knows its index l.
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Fig. 1. Comparison of our algorithms with Veeravalli’s scheme.

- PFA performance. However, our algorithms need fine-grained
synchronization, power balance at the fusion center, and phase
alignment for proper beamforming at the fusion center. These
can be achieved via downlink beacons and downlink-uplink
reciprocity as is possible in the slotted version of the IEEE
802.15.4 MAC/PHY standard.

IV. ENERGY-CONSTRAINED FORMULATION

In this section, we develop the solution for an energy-
constrained formulation of the problem solved in Section II.

Problem 3: Minimize the expected detection delay, EDD,
subject to an upper bound on the probability of false alarm,
PFA, and an upper bound on the expected energy spent,

E

[
τ∑

k=1

E
[
φ2

l,k(Xl,k)|Ik−1

]
]
≤ E, l = 1, 2, . . . , L. (33)

Let λ = (λ1, . . . , λL, λL+1). As before, to solve Problem
3, we set up the Bayes cost R(λ) and minimize it over all
admissible choices of stopping policy and the parameters of
the affine transformation, φl,k, i.e., αk and ck. The Bayes cost
can be written as

R(λ) = Pr{Γ > τ} + E

[
λL+1

τ−1∑

k=0

Pr{Γ ≤ k|Ik}

+

τ∑

k=1

L∑

l=1

λlE
[
α2

k(Xl,k − ck)2|Ik−1

] ]
. (34)

As in Section II-B, we can show that the optimal stopping
policy is the same as in Theorem 4, and that the optimal
control at time k + 1, given Ik, is

ck+1 = m1βk + m0(1 − βk), (35)

αk+1 = arg min
α

[
α2

(
σ2

obs + (m1 − m0)
2βk(1 − βk)

)
λ0

+

∫

R

J

(
g (ŷ, α, µk)

h (ŷ, α, µk)

)
h (ŷ, α, µk) dŷ

]
, (36)
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Fig. 2. Comparison of constant power method and energy-constrained
method.

where λ0 =
∑L

l=1
λl, and J(µ) is the infinite horizon cost-to-

go function

J(µ) = min {1 − µ, λL+1µ + AJ(µ)} , (37)

with

AJ (µ) = min
α

[
α2

(
σ2

obs + (m1 − m0)
2β(1 − β)

)
λ0

+

∫

R

J

(
g (ŷ, α, µ)

h (ŷ, α, µ)

)
h (ŷ, α, µ) dŷ

]
. (38)

A. Comparison with Power-Constrained Formulation

Here, we compare the performances of the constant power
solution and the energy-constrained one. We use the parame-
ters in Simulation Setup 1.

For PFA ≤ e−4, we first identify the minimum time to detect
change as a function of the energy constraint. This indicates
a power constraint under the constant power formulation. We
then compare the delays incurred by the optimal algorithm
under the two formulations in Figure 2. For the same PFA,
the energy-constrained solution declares a change with lesser
delay than the constant power solution.

As an illustration, we plot in Figure 3 the variation of α2,
c and µ with time in both the algorithms for a representative
sample path. We use the same parameters as in Simulation
Setup 1. The change point is at 21 samples, shown using
a dotted vertical grid line. The energy-constrained solution
is more energy efficient because it uses lower energy (α2)
before and higher energy after the change point. Indeed, based
on the prior information, the first few samples use negligible
energy. This algorithm also stops earlier than the constant
power algorithm (on this typical sample path).

V. CONCLUSION

We formulated and solved the decentralized change detec-
tion problem over a GMAC for an affine transmission strategy.
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Fig. 3. α2, c, and µ of constant power method and energy-constrained
method for a sample path.

We exploited superposition in the physical layer to achieve
superior delay performances. We further saw that the energy-
constrained solution decides on the change with lesser delay
than the constant power solution for the same false alarm rate.

ACKNOWLEDGEMENT

This work was supported by the Defence Research &
Development Organisation (DRDO), Ministry of Defence,
Government of India under a research grant on wireless sensor
networks (DRDO 571, IISc).

REFERENCES

[1] E. S. Page, “Continuous inspection schemes,” Biometrika, vol. 41, no.
1/2, pp. 100–115, Jun. 1954.

[2] A. N. Shiryayev, Optimal Stopping Rules. New York: Springer-Verlag,
1978.

[3] V. V. Veeravalli, “Decentralized quickest change detection,” IEEE Trans.
Inform. Theory, vol. 47, no. 4, pp. 1657–1665, May 2001.

[4] V. K. Prasanthi, “Towards a cross layer design of sequential change
detection over ad hoc wireless sensor networks,” Master’s thesis, Indian
Institute of Science, Bangalore, India, June 2006.

[5] V. K. Prasanthi and A. Kumar, “Optimizing delay in sequential change
detection on ad hoc wireless sensor networks,” in Proc. IEEE SECON,
Reston, VA, Sep. 2006.

[6] G. Mergen and L.Tong, “Type based estimation over multiaccess chan-
nels,” IEEE Trans. Signal Process., vol. 54, no. 2, pp. 613–626, Feb.
2006.

[7] E. Ertin and L. C. Potter, “Decentralized detection with generalized
costs,” in Proc. Second ARL Feder. Lab. Symp., Feb. 1998.
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