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X E IR

y = 2 + 1, - 13

correct labelling function : Y : E M
: = f(xi)
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Goal : To assign each ERP /or xy
-
-

to one of the two classes C
,
or a

#thesis : h = X + y = 1RP-> 3 + 1
,

- 1)

-↳ERM - min

-

Indicator function

11 (a) = 2 I a is true

E O . W .



Assumptions : & kil are linearly separable

-

Discriminant functions : A function that
--

assigns x to a class C
-

ofvefunctions =:

y . (2) = w
+

x + b

= (w ,
x) + b

weight =Bwini + b

bias
-

S -
·Parameters : WE IRP and b E IR



#Halfspace :

Ci (+
7

2- 2

C2
y (x) > 0

/

IR
2

-
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·
Y(x) = 8

-

wi =
- b
-

[I

decision IS

threshold



w = (E] - RP
+

u = [4]
y(x) =

(w) e

ER :

=

↳(b) =1 (eign (we +b
N

Hypothesisclass of Italyspaces
:

H : = Ex # sign (wix + b))
WEIRD

,
be iR}



Sign (a) = 2 + 1 if a so

+ 0 . W .

ERm :

=

minimize 2 (w , b)

WEIRP
b EIR

Realizable case : w . ( . 0 .9
b = 0

--

7 w
* such that y = Sign (W&, 2)



I .

="near program
:((P)

Seek w
ERP S . t -

Sign (wTzi) = Y :

i = 1,
, . . .,

N

=
Y : (wei) > o

Define
v = min (4 : (wi))

[

=



Therefore , Y :
( xi)= W

,
ui]

- I

Define. U = 0

Aij = Y : Hij

T

↓p : max . Ow St . Aw E
W



Perceptionfor HaDa. 1958

Iterative : (1) (2)
w

,
w
...

-
-

,
-

-

At iteeration t
,
find example

I

St . Sign (wi,i) Yi

update : -(7 + 17
= W

( + )
+ Yixiw

-

-



3. (wit, iX = Y : < (WH + Yixi) , sit

= Y < wit , miSllxiIR

-

u

Algorithm :
-

[17

Ilp : D (
w = &

for t = 1
,
2
,

-

if [7 : S . t . y : <wi , kit Do

co(t+ 1)
= w

(t)
+ y: z

-

else
%0 w(t)
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Side note :
& Y :Exi) > o

,
Fi

↑-
-

Surrogate 2011 ! - Y : (vi)
i = 1

make this
small (20)to minimize -

Gradient ! W+=
Et Y : Ri

descent [perception also .]



&Metricmargin :

x =1
+ V . W

11 wll

-

w

= 0↓
-

w = w + all wll

~ -
Define :

Let
V:

= Ji
U = min U: and : wi

Y : < E
, Ki) = @w* ,

riDIIw



Perception Coergence :

-

Assume & i , y :3 in linearly separable.

Let B = min .[ 11 will Y : < W ,
MiL 1 ,

i = 1
, ..,N]

and R = max 112 : 11 .
Then

,

the
-

2

Perception method p after at most

(RB)2 iterations
,
and when it stops

Y : < w(t) , ei >
> o Fi



Pos :
Let wo be the optimal vector

Sit . Y : < w&, i > > 1 vi

i .. .e., B = 11 w*ll

To show :

->
-

In it : W
02

= S

=

-

I due to
1

Cauchy-Schwarz
=> (RB32T #



< w*, w(y = 0

(w *, wit
+ 1)) - < w*, wit

- (w*, w(t
+)

- w(t))

= (w *, Yii) = Y : < W, a;

31

TelescopicSum:

< w ,
w+1)=-
T



11 w(e + 1 > 11 = 11 wit * + % : z : 112

= 110(11 + 2 Y : < wit), i)

+ y: 11 x : ll2

= 11 will
2
+ R2

(11-11)T
11 c(t+ 11 F R
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