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Abstract— Increasing network lifetime is important in wireless
sensor/ad-hoc networks. In this paper, we are concerned with
algorithms to increase network lifetime and amount of data de-
livered during the lifetime by deploying multiple mobile base
stations in the sensor network field. Specifically, we allow mul-
tiple mobile base stations to be deployed along the periphery of
the sensor network field and develop algorithms to dynamically
choose the locations of these base stations so as to improve net-
work lifetime. We propose energy efficient low-complexity al-
gorithms to determine the locations of the base stations; they
include i) Top-Kmax algorithm, ii) maximizing the minimum
residual energy (Max-Min-RE) algorithm, and iii) minimizing
the residual energy difference (MinDiff-RE) algorithm. We show
that the proposed base stations placement algorithms provide in-
creased network lifetimes and amount of data delivered during
the network lifetime compared to single base station scenario as
well as multiple static base stations scenario, and close to those
obtained by solving an integer linear program (ILP) to deter-
mine the locations of the mobile base stations. We also investi-
gate the lifetime gain when an energy aware routing protocol is
employed along with multiple base stations.

Keywords – Multiple mobile base stations, network lifetime, energy effi-

ciency

I. INTRODUCTION

A key issue in wireless sensor/ad-hoc networks is maximiz-
ing the network lifetime and the amount of useful data suc-
cessfully transferred during the network lifetime. In sensor
networks, the data transport model is such that a base station,
typically located at the boundary of or beyond the field from
where the sensors sense/measure data, collects data from the
sensors which are distributed in a field from where data mea-
surement/collection has to be performed [1]-[6]. Typically,
the sensor nodes, in addition to behaving as source nodes in
generating data to be passed on to the base station, act as in-
termediate relay nodes as well to relay data from other source
nodes towards the base station on a multihop basis. There-
fore, while energy will be spent by a node in receiving and
forwarding all transit packets, energy thus spent may not add
to the end-to-end delivery of the packet (i.e., packets may still
have more hops to reach the base station). This can result in
reduced efficiency, in terms of total amount of data delivered
to the base station per joule of energy in the network, partic-
ularly when the hop length between the source node(s) and
base station gets larger. This problem can be alleviated by
the use of multiple base stations deployed along the periph-
ery of the field, and allowing each base station to act as a data
sink [7]. That is, each sensor node can send its data to any
one of these base stations (may be to the base station towards
which the cost is minimum). Base stations can communicate
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among themselves to collate the data collected (energy is not
a major concern in the communication between the base sta-
tions). Deploying such multiple base stations essentially can
reduce the average hop length between the source-sink pairs,
thus enabling to achieve increased network lifetime and larger
amount of data delivered during the network lifetime.

A relevant question in the above multiple base station ap-
proach is how to determine optimum locations of these base
stations that will maximize the network lifetime. Our focus
in this paper is to address this question. We consider a set
of feasible base station locations (sites) on the boundary of
the sensor field. Given that K, K ≥ 1 base stations can
be deployed, the problem to solve is to choose the optimum
locations for these K base stations from the set of feasible
sites. We divide the time axis into rounds of equal period.
Placement of base stations is carried out at the beginning
of each round and held for the entire duration of the round.
A new placement is carried out in the beginning of the next
round, and so on, till the end of network life. In [7], the base
stations placement problem is formulated as an optimization
problem and the optimum base stations locations are obtained
as the solution to an Integer Linear Program. The complex-
ity of the ILP solution however is high. Here, we propose
energy efficient low-complexity algorithms to determine the
base station locations; they include i) Top-Kmax algorithm,
ii) maximizing the minimum residual energy (Max-Min-RE)
algorithm, and iii) minimizing the residual energy difference
(MinDiff-RE) algorithm. We show that the proposed base
stations placement algorithms provide increased network life-
times and amount of data delivered during the network life-
time. We also investigate the lifetime gain when an energy
aware routing protocol is employed along with multiple base
stations.

The rest of the paper is organized as follows. In Section II,
we present the system model. In Section III, we present the
proposed base stations placement algorithms. In Section IV,
we present the performance results and discussions. Finally,
conclusions are given in Section V.

II. SYSTEM MODEL

We consider the following system model and assumptions.

A. Network: A set of sensor nodes Vs are uniformly dis-
tributed over a square sensor field. A set of feasible sites
Vf (i.e., feasible base station locations) along the periphery
of the sensor field is assumed. The sensor network is then
represented as a graph G(V,E), where V = Vs ∪ Vf , and
E ⊆ V ×V represents the set of wireless links. Wireless links
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between sensor nodes and a feasible site refer to the links that
would exist if a base station is located at that particular site.

There are K, K ≥ 1 base stations to deploy. Time is di-
vided into rounds of equal period. Selection of base station
locations from the set of feasible sites Vf is made at the be-
ginning of each round, and the base stations are moved and
placed in these chosen locations for the entire duration of that
round. A new set of base station locations are computed at
the beginning of the next round (and the base stations moved
to these newly chosen locations), and so on, till the end of
network life.

B. Transceiver: The transmission range of all sensor nodes is
same and fixed. As in similar system models in the literature
[1], the energy spent in transmitting a bit over a distance d is
assumed to be proportional to d2.

C. MAC and Routing: Data packets generated at each sensor
node is assumed to be of equal length. Also, each sensor node
is assumed to generate equal amount of data per unit time. At
the MAC level, Self-organizing Medium Access Control for
Sensor networks (SMACS), a contention-free MAC protocol
presented in [8] is employed to provide channel access for
all the sensor nodes. For multi-hop routing, minimum cost
forwarding (MCF) protocol presented in [9] is employed.

D. Battery and Network life: Each sensor node is powered by
a finite-energy battery with an available energy of Ebattery J
at the initial network deployment. At the sensor node, trans-
mission of a data packet consumes Et J of energy, and recep-
tion of a data packet consumes Er J. A sensor node ceases to
operate if its battery is drained below a certain energy thresh-
old (i.e., available energy goes below a certain usable thresh-
old). Often, network lifetime is defined as the time for the
first node to die [1],[5] or as the time for a certain percentage
of nodes to die [6]. Here, we define the network life time as
follows. The end of network life is said to be reached either if
the batteries of all the sensor nodes are drained below the us-
able threshold or if all the live sensor nodes are disconnected
from all the feasible sites (i.e., either all nodes die or all live
nodes are out of range of all feasible sites).

With the above system model, we need to choose optimum
base station locations from Vf at the beginning of each round.
In the following section, we present efficient algorithms for
this base station placement problem.

III. BASE STATIONS PLACEMENT ALGORITHMS

The base stations placement problem in the above system
model has been formulated as an optimization problem in
[7], and the optimum base station locations are obtained as
the solution to an ILP. However, the complexity of the ILP
solution is high. In this section, we propose three energy ef-
ficient low-complexity algorithms to solve the base stations
placement (BSP) problem.

Let si denote the location of sensor node i, i ∈ Vs, and fi

denote the location of feasible site i, i ∈ Vf . Let r denote the
transmission range of each sensor node. Let REi denote the
residual battery energy in sensor node i at the beginning of a
round when the base station locations are computed.

A. Top-Kmax Algorithm

This algorithm selects those feasible sites (maximum K sites)
whose nearest neighbour nodes have the highest residual en-
ergies. Since the first-hop neighbour node to a base station
has to handle all the transit packets from other nodes towards
that base station, it can drain its battery sooner. Therefore, by
assigning the nearest neighbour with highest residual energy
nodes to serve as the first-hop neighbour nodes in each round,
the life of the nodes in the network and hence network life-
time can get extended. The algorithm works as follows.

1) For each feasible site i ∈ Vf , find the nearest sensor
node ni within the connectivity range r, i.e., for each
i ∈ Vf choose sensor node ni ∈ Vs such that

|fi − sni
| ≤ |fi − sj |, ∀ j ∈ Vs, j �= ni. (1)

and
|fi − sni

| ≤ r. (2)

2) Order these nearest neighbour nodes {ni, i ∈ Vf} in
descending order of their residual energies, REni

.
3) Select a maximum of K nodes from the top in this or-

dered list, and declare their corresponding nearest fea-
sible sites as the solution.

As can be seen, this is a greedy algorithm. A main advan-
tage of this algorithm is its simplicity and less computation
complexity. If n is the number of sensor nodes and N is the
number of feasible sites, then the complexity of this algorithm
is given by nN + N log N , which is linear in n.

B. Max-Min-RE Algorithm

Since the Top-Kmax solution in the above algorithm gives
preference to nearest neighbour nodes, it is likely that the
nodes nearer to the feasible sites are loaded heavily and their
batteries drained sooner than other nodes. The following Max-
Min-RE algorithm (maximizing the minimum residual en-
ergy algorithm) attempts to distribute the load more evenly
to different nodes. The Max-Min-RE algorithm works as fol-
lows. There are N feasible sites and K base stations to de-
ploy, N ≥ K. The number of base stations placement solu-
tions are P =

(
N
K

)
. Let this solution set be S. Let the jth

solution in the solution set S be denoted by Tj .

1) Determine set Sc ⊆ S such that Sc = {Tj : ∀i ∈ Vs

there exists p ∈ Vs such that |si − sp| ≤ r or q ∈ Vf

such that |si − fq| ≤ r}.
2) For a given solution Tj ∈ Sc, determine the routes from

all the sensor nodes to their respective base stations us-
ing MCF routing.

3) For each node i ∈ Vs compute the energy consumed at
all nodes in the path in delivering a data packet from
node i to its corresponding base station, and determine
the resulting residual energies in all nodes.

4) Find the minimum residual energy among all nodes in
the jth solution

Mj = min
i∈Vs

{REi}. (3)

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2006 proceedings.

265



0 5 10 15 20 25 30
0

5

10

15

20

25

30
O Base station 
* Sensor nodes 
−− Wireless links

BS1

Fig. 1. MCF routing in single base station scenario.

5) Choose the solution as

TMax−Min−RE = max
j

{Mj : Tj ∈ Sc}. (4)

By this algorithm, we are choosing that solution in which the
heavily loaded node (identified by the minimum residual en-
ergy among various nodes in a given solution, and not by
the minimum distance as done in the Top-Kmax algorithm)
has the maximum residual energy among all possible solu-
tions. This algorithm hence is expected to distribute (and
drain energy) evenly among the nodes without bias to nearest
neighbour nodes. The algorithm results in a complexity of
P (Nn + Kn + an2 + N log N + log P ), i.e., since N , K
and P are typically small compared to n, the algorithm has
n2 complexity.

C. MinDiff-RE Algorithm

In this algorithm, which we call as MinDiff-RE algorithm
(minimizing the difference in residual energy algorithm), the
idea again is to evenly drain the nodes. It is similar to the
Max-Min-RE algorithm, except that we choose that solution
for which the difference between the maximum and minimum
residual energies in nodes is minimized (rather than maximiz-
ing the minimum residual energy as in Max-Min-RE algo-
rithm. The MinDiff-RE algorithm works as follows.

1) Perform steps 1) to 3) of the Max-Min-RE algorithm.
2) Compute the metric

Mj = max
i∈Vs

{REi} − min
i∈Vs

{REi}. (5)

3) Choose the solution as

TMinDiff−RE = min
j

{Mj : Tj ∈ Sc}. (6)

The complexity of this algorithm is same as that of the Max-
Min-RE algorithm presented in Sec. III-B.

IV. PERFORMANCE RESULTS

We evaluated the performance of the above base stations place-
ment (BSP) algorithms through simulations. The simulation
model is as follows.
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Fig. 2. MCF routing in three base stations scenario.

A. Simulation Model

A square sensor field of area 30 m × 30 m (Fig. 1) is consid-
ered. The number of sensor nodes in the network is 30. Sen-
sor nodes are uniformly distributed in the network area. The
number of feasible sites is taken to be 8, and the coordinates
of these feasible sites are {(0, 10), (0, 20), (10, 30), (20, 30),
(30, 20), (30, 10), (20, 0), (10, 0)}, as shown in Fig. 2. The
maximum number of mobile base stations is taken to be 3
(i.e., K = 3). Each sensor node is provided with an ini-
tial energy of Ebattery = 0.05 J. The transmission range of
each sensor node is set to 10 meters. As in [1], the energy
spent in transmitting a bit over 1 meter distance is taken as
0.1nJ/bit − m2 [7],[1] and the energy spent in receiving a
bit is set to 50 nJ/bit. The packet length is fixed at 200 bits.
Each round lasts 300 time frames. Each node generates 1
packet every 30 frames; i.e., each node generates 10 pack-
ets per round. The performance measures of interest are the
network lifetime (as defined in Sec. II.D) and the amount of
data packets delivered during the lifetime of the network. We
evaluate and compare the above performance measures for
various BSP algorithms, including:

1) Single static base station
2) Three static base stations
3) Three mobile base stations, TopKmax

algorithm
4) Three mobile base stations, Max-Min-RE algorithm
5) Three mobile base stations, MinDiff-RE algorithm
6) Three mobile base stations, ILP solution (this scheme

is same as Scheme 4 in [7])

In scheme 1), only one base station is used in a fixed location
(as shown in Fig. 1). In scheme 2, three base stations are
used, but at fixed locations as shown in Fig. 2 (these loca-
tions are not changed from one round to the other). Schemes
3), 4) and 5) are the proposed Top-Kmax, Max-Min-RE, and
MinDiff-RE algorithms, respectively. The case of ILP solu-
tion in scheme 6) corresponds to the optimization problem
formulation presented in [7], which is stated as below: Let yl

be a 0-1 integer variable for each l ∈ Vf such that yl = 1 if
a base station is located at feasible site l; 0 otherwise. Defin-
ing N (i) to be the set of neighbours of node i, L to be the
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Fig. 3. Traces of number of packets delivered per round as a function of
time for schemes 1), 2), and 6). MCF routing. Initial energy at each node,
Ebattery = 0.05 J. One packet = 200 bits. Range of each node, r = 10 m.

number of time frames per round, xij to be the number of
packets node i transmits to j, j ∈ N (i), and 0 < α ≤ 1,
the solution yl, l ∈ Vf is obtained by solving the following
ILP which minimizes the maximum energy spent, Emax, by
a sensor node in a round

Minimize Emax

∑

j∈N (i)

xij −
∑

k∈N (i)

xki = L, i ∈ Vs (7)

Et

∑

j∈N (i)

xij + Er
∑

k∈N (i)

xki ≤ αREi, i ∈ V (8)

∑

l∈Vf

yl ≤ K (9)

∑

i∈Vs

xik ≤ L|Vs|yk, k ∈ Vf (10)

Et

∑

j∈N (i)

xij + Er

∑

k∈N (i)

xki ≤ Emax, i ∈ V (11)

xij ≥ 0, i ∈ Vs, j ∈ V ; yk ∈ {0, 1}, k ∈ Vf . (12)

We have used CPLEX (version 9) to solve the above ILP. As
in [7], for each instance, the value of the parameter α was
initially set to 0.2 and incremented in steps of 0.2 in case the
instance was infeasible.

B. Results and Discussions

We simulated the six different BSP schemes in the above and
evaluated their relative performance in terms of network life-
time and amount of data delivered during the network life-
time. First, we illustrate the number of packets delivered to
the base station(s) in a round as a function of time (measured
in number of rounds) for a given realization of the distribu-
tion of the sensor nodes. Figures 3 and 4 show this behaviour
of number of packets delivered in a round over time; Fig. 3
shows the traces for schemes 1), 2) and 6), and Fig. 4 shows
the traces for the proposed schemes 3), 4) and 5).

From Fig. 3, it can be seen that the network life ends at
the 27th round itself in the case of single static base station
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Fig. 4. Traces of number of packets delivered per round as a function of
time for the proposed schemes 3), 4), and 5). MCF routing. Initial energy at
each node, Ebattery = 0.05 J. One packet = 200 bits. Range of each node,
r = 10 m.

(scheme 1), whereas with three static base stations (scheme
2) the network life extends to 97 rounds. This is expected
since, as we pointed out earlier, in the one base station case,
the average hop length required to deliver a packet to the base
station (and hence the energy spent) is more compared to the
three static base stations case. The network life is further ex-
tended to 167 rounds when mobile base stations are deployed
at the locations solved by the ILP at the beginning of each
round (scheme 6). Also, it is seen that the number of pack-
ets delivered in a round decreases as the round index (i.e.,
time) increases. This is because when nodes expire (indicated
by the round indices where sharp fall and immediate rise of
number of packets delivered are seen), the total rate of gen-
eration of new packets in the network reduces which reduces
the maximum number of packets delivered in a round. The
sharp fall in the number of packets delivered in a round is at-
tributed to a node expiring in the middle of a round (typically,
this node could be the first hop node to a base station), the
expiry of which stops packet delivery to the base station till
the end of that round. The number of packets delivered rises
sharply in the very next round since a new set of base station
locations are found (in case of scheme 6) and the routing gets
updated (in all the schemes 1,2, and 6) at the beginning of the
very next round. It can be further noted that the area under
the trace for a given BSP scheme gives the total number of
packets delivered in the network lifetime in that scheme.

From the traces in Figs. 3 and 4 it can be seen that the time for
the first node to die is the least in the single base station case
(scheme 1) and the most in the ILP case (scheme 6). How-
ever, the lifetime till the last node dies is larger in the pro-
posed schemes. For example, in Fig. 4, we observe that the
network lifetime achieved by the proposed BSP algorithms
are significantly higher; 312 rounds for Top-Kmax algorithm
(scheme 3), 365 rounds for Max-Min-RE algorithm (scheme
4), and 380 rounds for Min-Diff-RE algorithm (scheme 5).
The high variability of the number of packets delivered in a
round for the Top-Kmax algorithm (mainly after round 60 in
Fig. 4) can be attributed to the following: many of the ‘close’
neighbours of the feasible sites expire before the 60th round,
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Fig. 5. Network lifetime in number of rounds for different BSP algorithms.
MCF routing. Initial energy at each node, Ebattery = 0.05 J. One packet =
200 bits. Range of each node, r = 10 m.

during which time other nodes buffer many transit packets,
and, when these nodes get selected as the first-hop neighbour
node in the next rounds, all these buffered packets get deliv-
ered (which in turn consumes large amount of energy that can
make the node expire) resulting in the sharp peaks. The vari-
ation of the number of packets delivered per round is more
smooth in the Min-Max-RE and MinDiff-RE algorithms. The
long tail in the traces of Max-Min-RE and MinDiff-RE algo-
rithms indicate the possibility of just a few (typically one or
two) nodes remaining alive in the network within the connec-
tivity range of the feasible site(s); these nodes need much less
energy since they need to transmit mainly their own packets
(and very few transit packets from other nodes) because of
which they survive longer keeping the network alive.

Next, in Fig. 5, we illustrate the average network lifetime
performance of the various BSP algorithms. The network
lifetimes for various BSP schemes shown in Fig. 5 are the
simulated lifetimes averaged over 100 independent realiza-
tions of the distribution of the locations of the sensor nodes.
For the same simulation runs, Fig. 6 shows the amount of
data delivered during the network lifetime for the different
BSP algorithms. The 95% confidence interval for the simula-
tion results plotted in Figs. 5 and 6 are tabulated in Table I.
From Figs. 5 and 6, it can be seen that the proposed BSP algo-
rithms (schemes 3,4,5) perform better than the single base sta-
tion scheme (scheme 1) and fixed three base station scheme
(scheme 2). Among the proposed schemes, scheme 4 (Min-
max-RE) and scheme 5 (MinDiff-RE) perform best, achiev-
ing highest network lifetimes (about 360 rounds) and largest
amount of data delivered (about 3.5× 104 packets). The pro-
posed schemes 4 and 5 give longer lifetimes than scheme 6
since the proposed schemes effectively use the residual en-
ergy information of the various nodes.

The total available energy in the entire network is 1.5 J (i.e.,
30 nodes each having an initial energy of 0.05 J). It would be
of interest to know how this total available energy in the net-
work has been utilized by the different BSP algorithms. To-
ward this end, in Fig. 7, we plot the total energy spent by dif-
ferent algorithms over the entire network lifetime (averaged
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Fig. 6. Amount of packets delivered during network lifetime for different
BSP algorithms. MCF routing. Initial energy at each node, Ebattery =
0.05 J. One packet = 200 bits. Range of each node, r = 10 m.

BSP Algorithm NW lifetime Data delivered
in # rounds in # packets

(95% confidence) (95% confidence)

1 BS 28 ± 0.009 0.7 × 104 ± 0.34
3 BS, static 74 ± 0.25 1.9 × 104 ± 14.8
3 BS, Top-Kmax 312 ± 0.17 2.8 × 104 ± 1.42
3 BS, Max-Min-RE 365 ± 0.87 3.7 × 104 ± 42.9
3 BS, MinDiff-RE 380 ± 1.11 3.5 × 104 ± 45.2
3 BS, ILP 130 ± 0.45 2.7 × 104 ± 76.5

TABLE I
NETWORK LIFETIME AND AMOUNT OF DATA DELIVERED FOR THE

VARIOUS BSP SCHEMES. MCF ROUTING.

over the 100 simulation runs as in Figs. 5 and 6). The fol-
lowing three interesting observations can be made from Fig.
7. 1) All the three proposed algorithms (schemes 3,4,5) uti-
lize almost all the available network energy of 1.5 J before
the network life ends, whereas in the other algorithms sig-
nificant amount of energy is left unused even at the end of
the network life, 2) although Top-Kmax algorithm utilizes al-
most all the network energy, it delivers much less number of
packets compared to the Max-Min-RE and MinDiff-RE algo-
rithms; however, Top-Kmax algorithm has the advantage of
lesser complexity, and 3) Max-Min-RE and MinDiff-RE al-
gorithms perform well in terms of total energy spent, network
lifetime, and amount of data delivered, but at a higher com-
plexity compared to Top-Kmax algorithm and lesser com-
plexity compared to the ILP solution.

Energy Aware Routing: All the above performance results
were obtained using MCF routing and they mainly quantified
the performance benefit of using multiple base stations. It
is noted that MCF routing is not energy aware and network
lifetime can be further increased if energy aware routing is
used instead of MCF routing. We investigated the perfor-
mance achieved using multiple base stations when an energy
aware routing protocol that takes into account the residual en-
ergy at all nodes at the beginning of each round is employed.
The energy aware routing protocol we used is similar to the
one given in [4]. Table II gives the simulated performance
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Fig. 7. Total energy spent (in nJ) at the end of network life for different BSP
algorithms. MCF routing. Initial energy at each node Ebattery = 0.05 J.
One packet = 200 bits. Range of each node, r = 10 m.

BSP Algorithm NW life time Data delivered
in # rounds in # packets

(95% confidence) (95% confidence)

3 BS, Mindiff-RE 414 ± 1.9 5.3 × 104 ± 557
3 BS, ILP 218 ± 2.7 4.5 × 104 ± 355

TABLE II
NETWORK LIFE TIME AND AMOUNT OF DATA DELIVERED FOR THE

VARIOUS BSP SCHEMES. ENERGY AWARE ROUTING.

in terms of the network lifetime and amount of data deliv-
ered for the proposed MinDiff-RE algorithm as well as the
ILP when energy aware routing is used. Comparing the re-
sults in Tables I and II, we can see that multiple base stations
along with energy aware routing give increased lifetimes and
amount of data delivered.

V. CONCLUSIONS

We proposed base stations placement algorithms to increase
network lifetime and amount of data delivered during the life-
time in wireless sensor networks. We allowed multiple mo-
bile base stations to be deployed along the periphery of the
sensor network field and developed algorithms to dynami-
cally choose the locations of these base stations so as to im-
prove network lifetime. We proposed three energy efficient
low-complexity algorithms to determine the locations of the
base stations. We showed that the proposed base stations
placement algorithms provide increased network lifetimes and
amount of data delivered during the network lifetime com-
pared to single base station scenario as well as multiple static
base stations scenario. We also showed that the use of en-
ergy aware routing along with multiple base stations resulted
in further enhancement in network lifetime.
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