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Abstract— We analyze the outage and capacity performance
of an interference based admission control strategy in cellular
CDMA systems. Most approaches to estimate the outage probabil-
ity and the system capacity of CDMA systems in the literature do
not take interference based admission control into account. In this
paper, we present an analytical model to evaluate the outage prob-
ability and the capacity on the reverse link of cellular CDMA sys-
tems with interference based admission control. We make two main
approximations in the outage analysis – one based on the central
limit theorem (CLT) and the other based on the Chernoff bound
(CB). We also obtain an improved approximation to the outage
probability using Edgeworth expansion. It is shown that the con-
sidered admission control policy results in increased system capac-
ity compared to that with no admission control, by about 30% for
an outage probability of 0.01.

I. INTRODUCTION

Capacity of CDMA systems without taking interference
based admission control into account had been evaluated by
Evans et al in [1], where they had obtained lower and upper
bounds on CDMA system capacity. Chan et al in [2], and Kar-
mani et al in [3], applied Edgeworth expansion to obtain better
approximations to the outage probability as compared to the
bounds given in [1]. It is noted that admission control strategies
based on signal-to-interference ratio measurements can reduce
outage probability. In this paper, we are concerned with the an-
alytical means to evaluate the outage and capacity in cellular
CDMA systems with admission control based on interference-
to-signal (I=S) measurements.

We consider an admission control policy which allows only
those incoming calls whose (I=S) levels at their respective base
stations are below a specified threshold. Such admitted calls in
a given cell can cause outage to other ongoing calls in the sys-
tem, i.e., may cause the I=S at the base stations corresponding
to any of the ongoing calls cross the threshold. Without admis-
sion control, new calls would be admitted irrespective of the
I=S levels, provided spreading codes are available at the re-
spective base stations. However, with admission control, by al-
lowing only those calls that see an acceptable I=S level at their
respective base stations, the outage probability can get reduced.

We develop an analytical model to evaluate the outage prob-
ability and the capacity on the reverse link of cellular CDMA
systems which employ the above admission control policy. We
model the system as an M=G=1 queue, and make two main

approximations in the outage analysis – one based on the cen-
tral limit theorem (CLT) and the other based on the Chernoff
bound (CB). We further obtain an improved approximation to
the outage probability using Edgeworth expansion. It is shown
that the considered admission control policy results in increased
system capacity compared to that with no admission control, by
about 30% for an outage probability of 0.01.

II. PROBLEM DEFINITION

Consider a CDMA cellular system with circular cells. The
problem is to devise an analytical model for computing the out-
age probability for this system with admission control, and eval-
uating the system capacity for a given outage performance. The
admission control strategy considered is as follows. When a
new call arrives in a cell, the corresponding base station mea-
sures the I=S ratio and compares this with a specified threshold,
�o. The call is admitted if spreading codes are available for al-
location and if I=S � �o. The call is blocked otherwise. We
consider the following system model for our analysis.
� There are N cells in the system (N=61) and each cell has

a maximum of n spreading codes available for allocation.
All the cells are assumed to be of equal radius R with the
base stations located at the center of each cell.

� Mobiles are uniformly distributed over the area of each
cell and all the mobiles are assumed to have either very
low mobility or no mobility.

� The call arrival process in each cell is Poisson with mean
arrival rate � and the call holding time is exponentially
distributed with mean ��1 seconds.

� The signal undergoes distance attenuation and shadow
loss. The distance loss exponent � is taken to be 4 and
the shadow loss is assumed to be log-normally distributed
with zero mean and variance �2.

� We assume perfect power control, i.e., each base station
receives unit power from the mobiles attached to it irre-
spective of the position of the mobiles.

III. PERFORMANCE ANALYSIS

In cellular CDMA, because of universal frequency reuse, mo-
biles in all the cells in the system contribute to the interference
seen by any given base station. Here, we assume that the inter-
ference seen by a base station is due to the mobiles in its first
tier of neighboring cells (i.e., we ignore the interference due to
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cells other than the first tier neighboring cells as negligible1). In
an N -cell CDMA system, for a given cell k; 1 � k � N , let Sk
denote the set of cells that includes cell k and its neighboring
cells.

Let �ik denote the number of active mobiles in ith neigh-
boring cell to the kth cell, 1 � i � 6; 1 � k � N . The
total number of interferers �0

k seen by cell k is then given
by �0

k = �kk + �k, where �k is the number of interfer-
ing mobiles to cell k from all neighbors of cell k, given by
�k =

P
i2Sk
i6=k

�ik; and �kk is the number of active mobiles

in cell k when a new call arrives. A cell with a maximum of
n spreading codes can be modeled as an M=G=n=n loss sys-
tem with �kk as the queue length process. Accordingly, the
probability mass function of �kk is given by [7]

Prf�kk = mg =

(
�m

m!P
n

l=0

�l

l!

0 � m � n;

0 otherwise;

(1)

where � = �=�, � is the mean call arrival rate in a cell and ��1

is the mean call holding time.
Let Mij =

�
rmij

; �mij

�
denote the co-ordinates of the jth

mobile in the ith cell, and let Bi = (rbi ; �bi) denote the co-
ordinates of the base station of cell i. Let D(Mij ; Bi) denote
the distance between mobile mij and base station bi. Hence,

D (Mij ; Bi) =

q
r2
bi
+ r2mij � 2rbirmij cos

�
�mij � �bi

�
: (2)

Let I 0k(�
0

k) be the I=S experienced at the base station of
cell k. The interference I is due to the mobiles present in cell
k itself as well as the mobiles present in the neighboring cells
to cell k. If we denote the I=S at the base station of cell k
due to those �k mobiles not present in cell k (or present in the
neighboring cells to cell k) as Ik(�k), then, with perfect power
control, I 0k(�

0

k) is given by

I0k(�
0

k) = �kk + Ik(�k); (3)

Ik (�k) =
X
i2Sk
i 6=k

�ikX
j=1

D4 (Mij ; Bi) 10
�

 ji
10

D4 (Mij ; Bk) 10
�

 jk
10

; (4)

where  ji denotes a normally distributed random variable with
zero mean and variance �2, which corresponds to the shadow
loss from mobile j to the base station of cell i. Note that
Ik (�k) is conditioned on the number of interferers in the
neighboring cells, �k, and the location of the interferers in
the neighboring cells. Therefore, Ik (�k) needs to be averaged
over the number of interferers and their locations (as will be
done later in Eqns. (18), (25) and (34)).

A. Outage without Admission Control
The outage probability in a CDMA system without the I=S

based admission control is given by

pout(�
o;�0

k) = PrfI0k(�
0

k) > �og: (5)

1Henceforth, we use the term neighboring cells to mean the first tier of cells
around the cell-of-interest.

We first compute the outage probability conditioned on �kk

and then average over �kk . We define � = �o � �kk . Hence,
the outage probability conditioned on�kk when there is no I=S
based admission control, pout(�), is given by

pout(�) =
X
T

Pr fIk (T ) > �gPr f�k = Tg : (6)

Thus, for CDMA systems with no admission control, the outage
probability averaged over �kk , is given by

pout(�
o) =

nX
Tk=0

pout(�) Prf�kk = Tkg: (7)

B. Outage with Admission Control

With I=S based admission control, we are interested in the
probability that a new call arriving in cell i causes an outage in
cell k. The outage probability conditioned on �i, �k and �kk ,
denoted as p�out(�i;�k; �), can be written as

p�out(�i;�k; �) = Pr fIk(�k) > �jIi(�i) � �; Ik(�k � 1) � �g : (8)

The above equation gives the probability that a newly admitted
call in cell i (because of Ii(�i) � �) causes an outage in cell
k (Ik(�k) > �) given that there was no outage in cell k before
admitting the new call in cell i (Ik(�k � 1) � �). We assume
that Ii(�i) is statistically independent of Ik(�k) to simplify
the analysis. Hence, p�out(�i;�k; �) becomes independent of
the cell i in which the call arrives, and hence can be denoted by
p�out(�k; �), which can be written as

p�out(�k; �) = Pr fIk(�k) > �jIk(�k � 1) � �g : (9)

Averaging over�k, the outage probability conditioned on �kk ,
p�out(�), is given by

p�out(�) = 1�
Y
i2Sk
i6=k

"
1�
X
T

p�out(T; �)Pr f�k = Tg

#
: (10)

To compute Pr f�k = Tg in the above equation, we model the
system as anM=G=1 queue. Note that a more accurate model
for the system is an M=G=c=c loss model where c denotes the
maximum possible interferers from the neighboring cells to cell
k. However, since c is typically large in a CDMA system, we
can approximate the system by an M=G=1 queue. The num-
ber of interferers �k is then the queue length process of an
M=G=1 queue and hence, is a Poisson random variable [7].
Therefore, defining �̂ = Nk�, whereNk is the number of neigh-
boring cells to cell k (Nk = 6),

Pr f�k = Tg =
e��̂�̂T

T !
: (11)

Finally, the outage probability in Eqn. (10) is averaged over
�kk (whose probability mass function is given in Eqn. (1)) to
obtain

p�out(�
o) =

nX
Tk=0

p*
out(�) Prf�kk = Tkg: (12)
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It is noted that the key step in the outage probability com-
putation in the above is the evaluation of Eqn. (9). In order to
evaluate Eqn. (9), we need to compute the joint probability

Pjoint = Pr fIk(�k) > �; Ik(�k � 1) � �g ; (13)

and the marginal probability

Pmarginal = Pr fIk(�k � 1) � �g : (14)

To evaluate the marginal probability in Eqn. (14), we use ap-
proximations based on central limit theorem (CLT) and Cher-
noff bound (CB). To evaluate the joint probability in Eqn. (13),
one can model the random process Ik(�k) as a continuous state
space Markov chain, which can be solved by the theory of ran-
dom walks given in [4]. However, this approach tends to be
complex. Hence, we adopt a simpler method which uses the ap-
proximation made in the evaluation of the marginal probability
in Eqn. (14). The CLT and CB approximations are illustrated
in the following subsections.

1) Approximation using CLT: In order to evaluate the cdf
of Ik(�k � 1) in Eqn. (14), we approximate the summation in
Eqn. (4) by a normal random variable with mean ��k�1 and
variance �2�k�1, given by

��k�1 =
X
i2Sk
i6=k

�ikX
j=1

e

�
�a�

(j)

ik
+2a2�2

�
; (15)

�2�k�1
=
X
i2Sk
i6=k

�ikX
j=1

e

�
�2a�

(j)

ik
+2a2�2

�
(e2a

2�2 � 1); (16)

where a = ln(10)
10 ;

P
i2Sk
i6=k

�ik = �k � 1; and

�
(j)
ik

= 10 log10
D4 (Mij ; Bi)

D4 (Mij ; Bk)
: (17)

Averaging over the location of the interferers,
Pr fIk(�k � 1) > �g is given by,

Pr fIk(�k � 1) > �g =

Z
� � �

Z �
1

�R2

�6
(18)

�Q

�
�� ��k�1

��k�1

�
r1 � � � r6dr1d�1 � � � dr6d�6;

where Q(x) = 1p
2�

R1
x

e�
y2

2 dy: Since the mobile locations
are independent of each other, the averaging over the location
of the interferers can be obtained by replacing the mean of the
normal random variable in Eqn. (15) by

��k�1 = (�k � 1)e�a�
(j)

ik
+2a2�2

; (19)

and the variance in Eqn. (16) by

�2�k�1
= (�k � 1)e

�
�2a�

(j)

ik
+2a2�2

�
(e2a

2�2 � 1): (20)

We can evaluate the marginal probability Pr fIk(�k) > �g in a
similar manner. This completes the evaluation of the marginal
probability in Eqn. (14) using CLT.

Next, we proceed to obtain the joint probability in Eqn. (13)
using CLT as follows. Here, Ik(�k�1) and Ik(�k) are jointly
normal with a correlation coefficient r. If f�k(x; y) is the joint
pdf of Ik(�k � 1) and Ik(�k), then

f�k (x; y) =
1

2��1�2
p

(1� r2)
e
�

1
2(1�r2)

h
x̂2

�2
1

�
2rx̂ŷ
�1�2

+
ŷ2

�2
2

i
; (21)

where x̂ = x � ��k ; ŷ = y � ��k�1; �1 = ��k and �2 =
��k�1. The correlation coefficient, r, is defined as

r =
E [Ik(�k � 1)Ik(�k)]� ��k��k�1

��k��k�1
: (22)

We can rewrite Ik(�k) in Eqn. (4) as

Ik(�k) = Ik(�k � 1) +X
(j)
ik

; (23)

where

X
(j)
ik

=
D4(Mij ; Bi)10

�

 ji

10

D4(Mij ; Bk)10
�

 jk
10

(24)

denotes the I=S brought in by the newly arriving call which we
say, without loss of generality, as the jth mobile in cell i. From
Eqns. (23) and (24), we can evaluate E [Ik(�k)Ik(�k � 1)]

in Eqn. (22) by using the fact that X(j)
ik and Ik(�k � 1) are

statistically independent. Conditioned on the location of the
newly arriving call, X(j)

ik is a log-normally distributed random

variable of the form X
(j)
ik = 10�



(j)

ik
10 , where 


(j)
ik is normally

distributed with mean 10 log10
D4(Mij ;Bi)10

�
 ji
10

D4(Mij ;Bk)10
�
 jk
10

and variance

2�2. Hence, by using the CLT approximation on Ik(�k) and
Ik(�k � 1), we can evaluate Eqn. (13) from Eqns. (21), (22),
(23) and (24), as

Pr fIk(�k) > �; Ik(�k � 1) � �g =

�
1

�R2

�6 Z
� � �

Z
(25)Z

1

�

Z �

�1

f�k (x; y)r1 � � � r6dydxdr1d�1 � � � dr6d�6:

Finally, we substitute the values obtained from Eqns. (18) and
(25) in Eqns. (9), (10) and (12) and compute the outage proba-
bility.

2) Approximation using Chernoff Bound: In this subsec-
tion, we present another approximation to evaluate the marginal
Pr fIk(�k � 1) > �g, by applying the Chernoff bound in Eqn.
(4). For a set of m i.i.d random variables fZig, 1 � i � m , the
Chernoff bound is given by [5],

Pr

(
mX
i=1

Zi > �

)
� e�ml( �m ); (26)
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where l
�
�
m

�
= sups [s�� �(s)] and �(s) = ln

�
E
�
esZ1

	�
is known as the logarithm of the moment generating function
(LMGF). Here, we use the equality condition in Eqn. (26) as an
approximation to obtain Pr fIk(�k � 1) > �g. To obtain this
approximation, we need to evaluate the pdf of Ik(�k) in Eqn.
(4). Each term in the summation in Eqn. (4) is a log-normal
random variable of the form 10

��
10 where � is a normal random

variable with mean �
(j)
ik given by Eqn. (17) and variance 2�2.

Hence, by assuming Ij and Ik to be independent for j 6= k,
Ik(�k�1) can be approximated to follow a log-normal distri-
bution of the form 10�



10 where 
 is normally distributed with

mean �̂�k�1 dB and standard deviation �̂�k�1 dB. We apply
the Fenton’s method [6] (i.e., approximate the sum of indepen-
dent log-normal r.v’s by a log-normal r.v) to obtain the expres-
sions for �̂�k�1 and �̂2�k�1, as

�̂2�k�1
=

1

a2
ln

�
1 + e2a

2�2(e2a
2�2 � 1)�

e2a
2�2�2

�
; (27)

�̂�k�1 =
1

2a

e
a2(�̂2

�k�1
�2�2)

�2
; (28)

where � =
P

i2Sk
i6=k

P�ik

j=1 e
�2a�(j)

ik ; and � =
P

i2Sk
i6=k

P�ik

j=1 e
�a�(j)

ik :

Following a similar argument as in Section III-B.1, we

can use the approximations
P

i2Sk
i6=k

P�ik

j=1
e
�2a�

(j)

ik = (�k �

1)e�2a�
(j)

ik ; and
P

i2Sk
i6=k

P�ik

j=1
e
�a�

(j)

ik = (�k � 1)e�a�
(j)

ik to com-

pute �̂�k�1 and �̂2�k�1 in Eqns. (27) and (28). From these
values we obtain the LMGF �(s), using which the marginal in
Eqn. (14) can be evaluated.

Next, to evaluate the joint probability in Eqn. (13), we use
the Fenton’s method of approximating sum of log-normals by a
log-normal [6]. We rewrite Eqn. (13) as

Pr
�
~Ik(�k) > �dB;

~Ik(�k � 1) � �dB
	
; (29)

where �dB = 10 log10(�), ~Ik(�k) = 10 log10 Ik(�k) and
~Ik(�k � 1) = 10 log10 Ik(�k � 1). Since Ik(�k) and
Ik(�k � 1) are log-normal, ~Ik(�k � 1) and ~Ik(�k) are jointly
normal with correlation coefficient r̂, given by

r̂ =
E
�
~I(�k � 1)~I(�K)

�
� ��k�1��k

��k�1��k

: (30)

To evaluate the expectation E
h
~I(�k � 1)~I(�K)

i
, we again

use Eqn. (23) and use the approximation ln(1 + x) = x for
jxj < 1, to obtain

~I(�k) = ~I(�k � 1) +
X
(j)
ik

Ik(�k � 1)
: (31)

From Eqn. (31), we obtain

E
�
~Ik(�k � 1)~Ik(�k)

�
= E

�
~I2k(�k � 1)

�
+ (32)

E

�
~I(�k � 1)

X
(j)
ik

Ik(�k � 1)

�
:

Using the approximation ln(1 + x) = x for jxj < 1 again, we
have

E
�
~Ik(�k � 1)~Ik(�k)

�
= E

�
~I2k(�k � 1)

�
(33)

+
1

a2
E

�
X
(j)
ik

Ik(�k � 1)

�
�

1

a2
E

�
X
(j)
ik

I2
k
(�k � 1)

�
:

The ratio
X
(j)

ik

Ik(�k)�1 and
X
(j)

ik

I2
k
(�k)�1 are log-normal variables of

the form 10�

̂
10 and 10�

~

10 , respectively, where 
̂ is a normally

distributed random variable with mean �
(j)
ik � ��k�1 and vari-

ance �2 + �2�k�1, and ~
 is normally distributed with mean

�
(j)
ik � 2��k�1 and variance �2 + 2�2�k�1. From Eqns. (30)

and (33), we evaluate r̂ and hence the joint probability in Eqn.
(29) as

Pr
�
~Ik(�k) > �dB;

~Ik(�k � 1) � �dB
	
=

�
1

�R2

�6 Z 1

�dB

Z �dB

�1

(34)

Z
� � �

Z
~f�k

(x; y)r1 � � � r6dydxdr1d�1 � � � dr6d�6;

where if x̂ = x� ��k
and ŷ = y � ��k�1,

~f�k
(x; y) =

1

2��1�2
p

(1� r̂2)
e
�

1
2(1�r̂2)

h
x̂2

�2
1

�
2r̂x̂ŷ
�1�2

+
ŷ2

�2
2

i
: (35)

From Eqns. (30), (33), (34) and (35), we can evaluate Eqn.
(29) and hence the Eqn. (13). We substitute this value and the
CB approximation for the marginal, to compute the conditional
outage probability in Eqn. (10). Finally, we average p�out over
�kk as in Eqn. (12) to obtain the outage probability.

3) Approximation using Edgeworth Expansion: In the fol-
lowing, we obtain an improved approximation to the outage
probability by using Edgeworth correction to the CLT approx-
imation of the marginal derived in Section III-B.1. We define

Y =
Ik(�k�1)���k�1

��k�1
. Then, by Edgeworth expansion, the cdf

of Y , F (y) = PrfY � yg, is given by [3]

F (y) = P (y) �C1(y) + C2(y)� C3(y) +C4(y); (36)

where C1(y); C2(y); C3(y); C4(y) are correction
terms of the Edgeworth expansion. The expres-
sions for C1(y); C2(y); C3(y); C4(y) are given by

C1(y) = 
1
6
Z(2)(y); C2(y) = 
2

24
Z(3)(y) +


21
72
Z(5)(y); C3(y) =


3
120

Z(4)(y) + 
1
2
144

Z(6)(y) +

31
1296

Z(8)(y) and C4(y) =


4
720

Z(5)(y) +

22
1152

Z(7)(y) +

21
2
1728

Z(9)(y) +

41

31104
Z(11)(y) ,

where P (y) =
R y
�1

1p
2�
e�

t2

2 dt; Z(m)(y) = dmP (y)
dy

; 
i�2 =

1

�
i
2
�1

k�1

�
�i

�i
�k�1

�
; and �i is the ith cumulant of Y . Here, to

compute the Pjoint, we use the Fenton’s method as described
in Section III-B.2.

Note that the admission control policy will block new incom-
ing calls if either I=S > �o or all the n spreading codes are
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already allocated to ongoing calls. The probability of blocking
is then given by

p�
b
= 1�

�
1� p0o(�

o; �)
�
[1� pb (�; n)] ; (37)

where pb (�; n) is given by the Erlang-B formula [7] as

pb (�; n) =
�n

n!P
n

k=0

�k

k!

.

IV. RESULTS AND DISCUSSION

In this Section, we present the numerical results for the out-
age probability and the capacity of a CDMA system with and
without I=S based admission control. The system capacity is
defined as the load up to which a desired outage probability can
be maintained. We use the following values in our numerical
computations: N = 61 cells, n = 64 spreading codes, cell ra-
dius R = 1, mean call arrival rate per cell, �, in the range 0.1
to 0.2 in steps of 0.01, mean call holding time, ��1 = 100 sec-
onds, and � = 8 dB. As in [2],[3], we use a call admission I=S
threshold value of �o = 14 dB.

Figure 1 shows the outage probability as a function of Erlang
load per cell with and without admission control. Both simu-
lation as well as analytical results using CB approximation are
shown. It is observed that without admission control an outage
probability of 0.01 occurs at a load of about 15 Erlangs/cell,
whereas with admission control the same outage performance
is achieved at a load of 20 Erlangs/cell. This is due to admit-
ting new calls only when the I=S criterion is not violated. The
increase in the load essentially translates into an increase in the
number of active mobiles in the system, as explained below.
Each cell can be modeled as an M=G=n=n loss system with
a blocking probability p�b , as given in Eqn. (37). The average
number of users in a cell for an Erlang load of � is given by
�(1� p�b) [7]. Therefore, for an outage of 0.01, a load of 15 (or
20) Erlangs per cell translates to 14.9 (or 19.8) users per cell.
This is an increase of 33% of additional users in the system due
to I=S based admission control.

From Fig. 1, it is also observed that using the CB approxima-
tion to compute the Pmarginal overestimates the outage proba-
bility (i.e., underestimates capacity). The accuracy of the out-
age performance predicted by the CLT and CB approximations
are illustrated in detail in Fig. 2. From Fig. 2, we note that
while the CB approximation overestimates the outage proba-
bility, the CLT approximation underestimates it. From Fig. 1,
we further observe that the CB approximation is more accurate
(closer to the simulation curve) than the CLT approximation. In
addition, the Edgeworth correction to the Pmarginal results in
a performance that is closer to that predicted by simulation, as
compared to the CLT approximation.

V. CONCLUSIONS

We presented an analytical model to evaluate the outage
probability and the capacity on the reverse link of cellular
CDMA systems with I=S based admission control. We used
two main approximations in the outage analysis – one based on
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Fig. 1. Outage performance with and without admission control. N = 61
cells. n = 64 spreading codes.
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Fig. 2. Outage performance with admission control predicted by analysis and
simulations. N = 61 cells. n = 64 spreading codes.

the central limit theorem and the other based on the Chernoff
bound. It was shown that the CLT approximation underesti-
mated the outage performance, whereas the CB approximation
overestimated the outage. Also, the CB approximation resulted
in a more accurate estimate of the outage than the CLT approx-
imation. We further obtained an improved approximation to the
outage probability using Edgeworth expansion. It was shown
that the considered admission control policy results in increased
system capacity compared to that with no admission control, by
about 30% for an outage probability of 0.01.
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