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Abstract—In this paper, we are concerned with the performance of
turbo codes on Rayleigh fading channels when noncoherent detec-
tion is employed. Performance of turbo codes with noncoherent de-
tection on AWGN channels has been analyzed by Hall and Wilson.
They compared the performance of turbo codes with the achiev-
able information theoretic channel capacity for noncoherent detec-
tion on AWGN channels. We, in this paper, derive the information
theoretic channel capacity for noncoherent detection on Rayleigh
fading channels, and show that noncoherent turbo decoder achieves
performance close to this theoretical capacity (within 1.5 dB). We
further show that the performance of noncoherent turbo decoder
without the knowledge of channel fadesis quite close (within 0.5 dB
at 10~5 BER) to that with perfect knowledge of the channel fades.
Optimum decoding of turbo codes requires the knowledge of chan-
nel SNR. With this requirement in mind, we propose online SNR
estimation schemes, based on the ratio of certain observables at the
output of the noncoherent detector, which when used in the turbo
decoder gives performance very close to that with perfect knowl-
edge of channel SNR.

Optimum decoding of turbo codes requires the knowledge
of channel SNR [6],[7]. With this requirement in mind,
we propose an online SNR estimation scheme, based on
certain observables at the output of the noncoherent detec-
tor, for both the AWGN channel and the Rayleigh fading
channel. Our approach in this paper is similar to that in
[7], where we derived SNR estimation schemes for co-
herent detection. The proposed SNR estimation scheme,
when used in the noncoherentturbo decoder, gives perfor-
mance very close to that with perfect knowledge of chan-
nel SNR.

The rest of the paper is organized as follows. In Sec-
tion Il, we introduce the system model and derive the
modified transition metric for noncoherent turbo detec-
tion of BFSK symbols on Rayleigh fading channels with-

Key\NOI’dS — Turbo codes, fading channels, MAP decoding, nonC(Qut channel state information (CSI). In Section Ill, we

herent detection.

I. INTRODUCTION

Turbo codes have been shown to offer near-capacity p
formance on AWGN channels and significantly good pe
formance on fully-interleaved flat Rayleigh fading chan

nels [1]-[4]. The performance of turbo codes mnco-

herent AWGN channels has been examined by Hall and

calculate the capacity of Rayleigh fading channels using
noncoherent BFSK with/without CSI. Section IV gives
the modified log-MAP algorithm. In Section V, we de-

éiﬁe SNR estimates on both AWGN and Rayleigh fading
8

annels with noncoherent detection. Results and discus-
sion are given in Section VI. Conclusions are provided in

Section VII.

Il. SYSTEM MODEL

Wilson in [5], where they considered DPSK (differeny\ving the notation in [8], we assume that the trans-
tial phase shift keying) and BFSK (binary frequency shifti+aq symbols are BFSK modulated wigh = [1,0]”

keying) modulation schemes. In this paper, we analyqu]d sy

= [0,1]7 denoting the vector representation of

the performance of turbo codes on Rayleigh fading chagrsk symbols associated with the messaggsandm,
nels with noncoherent detection using BFSK modulatiomespectively. The transmitted symbols are passed through
We compute the information theoretic channel capacigfading channel and noise is added to them at the receiver

for noncoherent detection on Rayleigh fading channel
and show that the noncoherent turbo decoder achie

performance within 1.5 dB of capacity.

ont end. The equivalent low pass model of the received

V%gmbols is given by [8]

r. =

as;cosd +n, Q)
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rs = as;sinf+n,.
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Here,s; is the transmitted BFSK signal point correspondnput distribution,Px (z), of the mutual information be-
ing to the message;, i € {0,1}. The received vectors tween the channel outpuitj and the inputX), I(X,Y).

r. andr, denote the outputs of the quadrature demodulgyy the fading channel, if the fading amplitude is known,

tors, 6 is a random phase which is distributed uniformly, e 1, 4a) information is conditioned on this knowledge.

over|[0, 27|, anda is the random fade amplitude experi- . . : : ;
enced by the transmitted symbgl We assume that's In the following, we consider) Rayleigh fading with

are i.i.d Rayleigh random variables with the density funcshannel state information (CSl), i.e., perfect knowledge
tion given by of the fade amplitudes is available at the receiver, gnd

2 Rayleigh fading without CSI (NCSI).
fala) = 2ae™*, a>0, ?3)
we normalized the second moment®fto unity (i.e., A. Rayleightading with CS
E[o?] = 1). The noise vectors, andn, denote the With perfectCSI, the conditional p.d #6X|s;, @), i,j €
in phase and quadrature phase noise whose Compond{(}l,gl} can be computed in a straightforward way, and are
have zero mean and variangé, where,c? = Ny /2E,.  9IVén by
Givenr, = z andr, = y, the optimum receiver sets

~ . - Xoe— (Xo+a®)v X,
m equal to thatn; for which Prolfm;|r, = z,r, = y) = 2yXoe 0 To(2Xoay),

( )
. . . . . P _x2
is maximum [8]. With the signals:;, i € {0,1} being p(Xilsg, ) = 2yX1e”X17,
equally probable, equivalently, we have to maximize p(Xolsy,a) = 2vXoe~ X837, and
Pror,@ylmi) = Ea{E[pr r, (@ ylmi,a,0)]}, (4) p(Xils;,0) = 2yXpemXTHeN72X09).  (8)

where E,[- and Ey[-] denote the expectation operationghe channel capacity is given by
with respect tax andé, respectively. The quantity

pr r (2,ylmi,a,8) can be calculated as o0 0o oo
Tt T Ray,CSI  _ )

Dr_.r, (@,wmi’ a,0) = Pn, (z — as; cos 0)p23 (g — as, sin ) Cprsk = / fa(a) / / p(Xolsy,a)p(X1]s9,a)

-~ 87a2£_88%(£.§ia cosf+y-s;asinf) a=0 Xo=0X1=0

2 E, 2EsX; 1 P(Xolsy, a)p(X1lsy, a)
-~ - N—OBN—OQCOS(0—¢i) (5) og 1
¢ ’ Ei:o P(§z)p(X0|§7,7a)p(Xl ‘ﬁi:a)
whereX; = \/(z.s;)? + (y.s;)? andg; = tan™" (%iz _ dadXo dX;. ©)
From Eqn. (5) o Ulg)tor] substituting the p.d.f’s of Egn. (8) in Egn. (9), we
optain

2 Es 2X;Es
E 24+« acos(6—¢;
s . ( )NO . No ( i)

pr v (@ ylmg, a)  ~ By

oo oo oo
nNo
2 %22
Ray,CSI  _ 2 —(XZ+x74a?)y
o E CEFoK = fa(a) 4" XpXge
—a2s X;E
~ No 1y [ 2o 22
€ 0 ’ a=0

6)

No Xp=0X1=0
. - . 2Ip(2Xgay)
wherel,(-) is the modified Bessel function of the zeroth To(2Xpav) log (IO(ZXOM) +IO(ZXIM))
order and first kind [8]. We can obtajvkc[s (z,y|lm), da dXg dX]. a0

from Egn. (6), as

—a2Es X;E
pr r (Zylmi) ~ Eq [e * No [y (2al—s):|
ror (&Y No

B. Rayleigh fading without CS (NCS)

. 2.2
2ve~2v Xiv

e TFT (7)  With no channel state information (NCSI), the conditional
L+ p.d.fsp(Xils;), 4,5 € {0,1} are given by
wheré v = E;/N,. Therefore, the optimum receiver has o
to maximize the above quantity over p(Xolsy) = 2Xoy 47
- 1+~

I1l. CHANNEL CAPACITY p(Xilsy) = 2yXpe Xiv,
In [5], Hall and Wilson obtained the capacity limits for p(Xols;) = 2yXoe %07, and
noncoherent detection on AWGN channel. In this sec- X X2
tion, we obtain the capacity limits for noncoherent de- p(Xils;) = I’Tl;’e Ty . (11)

tection on a Rayleigh fading channel using BFSK signal-
ing. Channel capacity is defined as the maximum over tfitae channel capacity is given by

oo
LIn deriving Eqn. (7) we have used the resEﬂt te—at? Jo(bt)dt = Raw NCSI 7T
- t=0 CB;‘I{S‘,K g = / / p(X0|§0)p(X1 ‘ﬁo) :
s—e da, with Jo(it) = Io(t),i = v/—1. Xo=0X;=0
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Code | E},/No (min) | E},/No (min) E},/No (min) 1

Rate AWGN Rayleigh, CSI| Rayleigh, NCSI -
1/4 6.72dB 7.22dB 8.02dB oo e 1
1/3 6.87 dB 7.47 dB 8.07 dB -

1/2 6.91dB 8.31dB 8.51dB o8 1
2/3 6.96 dB 9.96 dB 10.07 dB

4/5 7.67 dB 11.07 dB 11.57 dB orr 1

TABLE | 06 1

CHANNEL CAPACITY LIMITS FOR NONCOHERENTBFSK

o ( P(Xolsp)p(X1lsy) ) o
Sy Pls)p(Xols;)p(Xls;) '
dXo dX;. (12) o2r

0.1

AWGN
-—- Rayleigh, CSI
Rayleigh, no CSI g

Capacity (bits/channel use)
o
»

Upon substituting the p.d.fs of Eqn. (11) in Eqn. (12), we
obtain

L L L
12 14 16 18

ES/NSO, dB
e} e} (Xg’v 5 )
2 —| /=+Xiv
CS;”S’%OSI = / / 4me th ) Fig. 1. Channel capacity on the fully interleaved Rayleigh fading chan-
1+~ nel with noncoherent BFSK signaling. Also shown is the capacity
X0=0X1=0 on the AWGN channel.
1 2 dXodX 13
og GIx XodXi. (13)

l+e 90 the same time alignment with the amplitudes due to the
second parity symbol. Alsa$y, S, are the encoder

. . . . states at time instancés k — 1, respectively. Applying
By evaluating the capacity expressions in Egns. (10) a ye's theorem, we can writg, (s, ) as

(13) via numerical integration, we obtain the minimum

E,/ N, required to achieve an arbitrarily small probabilityyx (s, t)
of error for different code rates. We tabulated these val- Prol(Xy|Sy =t, Sk—1 = s)Prol(Sg = ¢|Sk_1 = s)
ues in Table | for code rates of interest. Also, the capacity p(Xp|xg)Prob(Sy, = t|S—1 = s)

limits for the AWGN channel are given for comparison = p(Xg|xg)Prol(zy). (14)
purposes. The results in Table | show that noncoheren

t . L
BFSK does not benefit from letting the code rate dimin."€ st step in the above equation is due to the fact that

ish indefinitely. In Fig. 1, we have plotted the capaciN® State transition between any given pair of statasd
ity versusE, /N, on Rayleigh fading channels with andt Uniquely determines the information bif . Define
without CSI, with noncoherent detection. The capacity e, 1) log(7k (s, 1))
for the AWGN channel is also shown. From Fig. 1, we ’ ’

log(p(Xk|xx)) + log(Prob(z})). (15)

observe that the loss in channel capacity with no CSl is
quite small compared to the capacity with CSI. The samg,e first term in the above equation is derived as follows.

Prol(Xy, S, = t|Sk—1 = s)

observation can be made from Table | as well. With perfect channel inter]eaving, we get
IV. LoG-MAP DECODER WITHNONCOHERENT log(p(Xglxk)) = log(p(X} o, X 1123)) +
DETECTION log(p(XP o, X7 ,[20)).  (16)

In this section, we modify the log-MAP decoder [10],[12],
for the case of noncoherent BFSK signaling. To do so, wésing Eqn. (7) in Eqn. (16), and discarding all the con-
need to calculate the transition metric definedhpys, t) = stant terms and terms which do not depend on the code

ProXg, Si, = t|Sk—1 = s), where symbols{xy }, we obtain
X = (X3 0, X3 1, X7 o, X1 ;) for arate-1/3 turbo code. ,
Here X} ,, X}, are the envelope outputs corresponding log(p(Xx|x;)) = ——(Xj (1 —a}) + Xi, 7} +

[

to the transmitted information symbel;. X? _, X?
onding to the ans: XEol1 =) + X .

are the envelope outputs corresponding to the transmitted
parity symbolz?. Herep € {pi,p.}, wherep; signi- 17

fies the first parity angh, signifies the second parity. It :
is to be noted that, for the first decoder the received a%be secondterm In Eqn. (15) canbe calculated as follows.

plitudes due to transmitted symbol and parity (i.e., firdpefine the quantity.; as
parity) have same time alignment, whereas for the sec-
ond decoder the received amplitudes are due to the inter- T (Proh(wi = 1))

leaved version of the transmitted symbols and again have L Prol(z$ = 0) (8)
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~

This gives us Profrs = 1) = —<“_ and Prolz; = = BE(cos" 0)E(l;|*) + E(ln*) +

14+elr b 2
0) = —L. With these, we have, 4B (cos” 0) 2 [(ﬁ ‘n,) ] +
1+eFr 2 2 2
2E(cos” 0)E(s;17) E(|n,[7)

log(Prob(z})) = ajLg. (19) _ %+804+402. 24)

Combining the results of Egns. (17) and (19) and substi- .

tuting in Eqn. (15), we obtain From Egns. (23) and (24)4wan Can be obtained as
T El 2 E ] 8 S 2 2 + 2

ck(s,t) = Lpxj + 117(Xk,0(17mk)+Xk,lzk+ ZAWGN = m (25)

Xg oL — @) + XE ). (20)

For a given value ok 4w gn (computed from a block
observation of the's), the corresponding estimate of
can be computed from Eqgn. (25). For easy implementa-
V. SNR ESTIMATION tion, an approximate relation betweeny ¢ x andy can

Optimum decoding of turbo codes require the knowledde® Obtained through an exponential curve fitting for Eqn.
of channel SNR [6],[7]. In [7], we proposed an SNR(25). The exponential fit is given by

estimation scheme over generalized fading channels and (e15 AW GN) s n s

applied it in decoding turbo codes with coherent BPSK vy = a3€(a°e +a2”AWGN), (26)
signaling. From Eqn. (20), we observe that noncoher-

ent turbo detection also requires the knowledge of chalNereao = —5.86 - 10%, a1 = —18.99, a» = —13.37,
nel SNR,~. In Sections V-A and V-B, we derive the @ndas = 2.66 - 10,

SNR estimation schemes for non-coherent detection N . .
an AWGN channel and for a Rayleigh fading channel, rg SNR Estimation on Rayleigh Fading Channel

spectively For the case of a Rayleigh fading channel, the inphase
' and quadrature phase demodulator’s outputs are given by

A. S\R Estimation on ANVGN Channel the Egns. (1) and (2). We want to estimate the average

i _ E. 2y — Bs Gimi ;
For the case of an AWGN channel, the inphase and quaJFef—e'VEd SNRy 202 (a®) = No Similar to the ap
ture phase demodulator’s outputs are given by proach we have in Section V-A, we formulate an estimator

for the SNR, based on a block observation ofthis, as

r., = s;co80+n, s
ry = s;sinf+n,. (21) E|(r. T,
ZRay = I:(i)l (27)
We want to estimate the received SNRx L3 = f,;. In E [(E ‘r,) ]
Eqn. (21), the actual data polarity is unknown. Our inter- ]
est is to devise a blind algorithm which does not requirghe numerator in Eqn. (27) can be computed as
the transmission of known training symbols to estimate
the SNR. Accordingly, we formulate an estimator for thek [(r, -r,)] = E(cos?0)E(e?)E(s; -5;) + E(n, - n,) +
SNR based on a block observation-qfand/orr as 28 (cos 0) E(a) (s, )
2 1 5
E|(r, . = —+4+20". (28)
ZAWGN = [(7)]2 (22) 2
E [(fc ‘) ] The denominator in the Eqn. (27) can be computed as
In the above formulation, we have used the observables )2 = El(a?ls.|?cos? 0 2,9 Os. - )2
the output of the inphase demodulator. The same resf‘ﬁttfc re)'] [(01 4 CZS Y ‘ﬂ‘;‘ " acos4 % 1o
can also be obtained with the observablg,at the output = E(@")E(cos” 0)E(ls;|") + E(|n.|") +
of quadrature phase demodulator. The numerator in the 4B(a®)E(cos® 0)E(s; - n )2} +
Egn. (22) can be computed as oo
2E(a®)E(cos® 0)E(|s;|*) E(|n,|*)
El(r,-r.)] = BE(cos?0)E(s; s;) + E(n, -n,) + = 3 gt 4 a0l (29)
2B(cos 0) (s, - n,) 4
— % + 202, 23) From Egns. (28) and (29 z.,, can be obtained as
i 2y = - ‘n) = _ @+
sinceE(|s;|?) = 1, E(cosf) = 0, andE(s; - n.) = 0. Ry = 3 e (30)

The denominator in the Eqn. (22) can be computed as

) . , ,7 For a given value otg,, (computed from a block ob-
E [(E ‘1. ] = E [(|§i\ cos 0 + |n,|* + 2 cos 0s; -m,.) ] servation of the: s), the corresponding estimateptan
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True SNRy Block Sze=1000 bis T Block Sze=5000 biis| fange 6 to 10 dB for a rate-1/3 turbo code. From Tables

(dB) ERL,dB | SDRI,dB || ERL.dB | SbpLas | and lll, it can be seen that the mean SNR estimates
1.23 0.78 2.688 0.845 0522 through the exponential curve fit are quite close to the true
2.23 1.97 1.814 2.03 0.351 value of SNRy and the standard deviation of the estimate
3.23 3.15 1.117 3.19 0.214 : A
423 a1 0618 405 0117 is reduced as the block size is increased.
5.23 5.10 0.302 5.13 0.056
VI. RESULTS AND DISCUSSION
TABLE ||

Simulations were performed using the proposed online
estimator to providé& for the iterative decoding of turbo

codes on flat Rayleigh fading channels. For details re-
garding turbo coding and decoding, the reader is referred
to [9]. In this paper, we consider a rate-1/3 turbo code us-

MEAN AND STANDARD DEVIATION OF THE SNRESTIMATE,:Y\, FOR
DIFFERENT VALUES OF THE TRUESNR,~y, FOR NONCOHERENT
AWGN CHANNEL.

True SNR;y Block size=1000 bits Block Size=5000 bits| . . .
(dB) E[,dB | SD[L.dB || ERLdB | SPRLdB | Ing two 16-state (constraint length = 5) recursive system-
13 111 1570 120 0299 atic convolutional (RSC) encoders with generdfdr/37) s.
2.23 2.21 1.176 2.28 0.225 A random turbo interleaver is employed. The number
igg j-gg 8-2% 23% 8-%2 of information bits per frame is 5000. The transmitted
593 510 0.540 513 0106 symbols are corrupted by flat i.i.d Rayleigh fading and
AWGN.
TABLE Il

We used the log-MAP algorithm in the iterative decoder
[11],[22]. The number of decoding iterations is eight.
The decoder performance is evaluated for seven differ-
ent casesa) coherent AWGN channel with BPSK signal-
ing andE,/ N, known to the receiver (coherent AWGN
be computed from Egn. (30). For easy implementatiofldeal)),b) noncoherent AWGN channel with BFSK sig-
an approximate relation betwee,, and~ can be ob- naling andE;/N, known to the receiver (noncoherent
tained through an exponential curve fitting for Eqn. (30)AWGN (ldeal)),c) noncoherent AWGN channel with BFSK

MEAN AND STANDARD DEVIATION OF THE SNRESTIMATE,:Y\, FOR
DIFFERENT VALUES OF THE TRUESNR,~, FORRAYLEIGH FADING
CHANNEL WITH NONCOHERENTBFSK.

The exponential fit is given by signaling andE; / \, estimated at the receiver using the
- exponential fit of Eqn. (26) (noncoherent AWGN (Est)),
v = bgelboe™ TR Hbaznay) (31) d) Noncoherent Rayleigh fading channel with CSI and

E,/ N, known to the receiver (Rayleigh CSI (Idealg),
whereby = —7.63- 1077, b; = 29.03,b, = —11.75,and Noncoherent Rayleigh fading channel with CSI and es-
b3 = 514.15. timating the SNR using thexponential fit of Eqn. (31)
Figure 2 shows the versusz plots corresponding to ex- (Rayleigh CSI (Est)),f) Noncoherent Rayleigh fading
ponential fits for the AWGN and the Rayleigh fading charehannel without CSI and?; / N, known to the receiver
nels as per Egns. (26) and (31), along with the true valyRayleigh NCSI (ldeal)), and) noncoherent Rayleigh
plots as per Egns. (25) and (30), respectively. It is se¢ading channel without CSI and estimating the SNR from
that the fit is very accurate over the SNR values of intetheexponential fit in (31) (Rayleigh NCSI (Est)). In cases
est. In order to obtain an estimate fohwan (2ray), ), €), andg), theaverage SNR estimate is computed from
we replace the expectations in Eqn. (22) for AWGN (anther_'s over each frame (i.e., 15000 symbol observations)
Eqgn. (27) for Rayleigh fading) with the correspondingaccording to Eqns. (26) and (31). This estimated average

block averages, yielding SNR is then given as the channel information to the turbo
) decoder.
> - [T _ (32) Figure 3 shows the simulated performance of the turbo de-
(re-r.)? coder when the proposed SNR estimates derived in Sec-

o ) tion V are used, relative to the performance when per-
Substituting Egn. (32) into Eqn. (25) for AWGN (andfect cs) is used. For coherent BPSK, the performance
Eqn. (30) for Rayleigh fading) we get the SNR estimategy jthin 0.7 dB of the channel capacity as previously
7, for the AWGN channel (and the Raylelgh fadlng.chanﬁoted in the literature for BER® > [1]. From Figure
nel). We tested the accuracy of the fit by evaluating the \ye ghserve that, for BFSK on an AWGN channel, this
mean and standard deviation of the SNR estimgtesde-  apacity relationship is preserved, as a bit error rate of
termined by over 20000 trials. The block sizes considergg)—s is achieved at 8.2 dB. which is about 1.3 dB away
are 1000 and 5000 bits (3000 and 15000 code symbol§)ym the limit of 6.87 dB (referE, / N, (min) required
Tables Il and I1l give these results. Note that the true SNR 1ate 1/3 on AWGN in Table ). Similarly, for the

value ¢ = FE,/No) ranges from 1.23 dB t0 5.23 dB in ¢546 of Rayleigh fading with CSI, bit error rate kf—>
Tables Il and Ill, and corresponds i,/ \, values in the
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is achieved atF,/ Ny = 9.0 dB, whereas, the capacity
limit is 7.47 dB (ref. Table I). For the case of Rayleiglr

6 T T T T T

fading without CSlI, a bit error rate afo—* is achieved Qx\@\& T A aen
atE,/Ny = 9.6 dB which is 1.6 dB away from the limit ~ «f % B 1
of 8.07 dB (ref. Table I). Figure 3 also shows that th 1’5\\@

performance loss in turbo decoding without CSl is withir
0.5 dB compared with the case of ideal CSI. Finally, w:
observe that the bit error performance of turbo codes ¢,
noncoherent channels with estimated SNR is quite cloz°0»
to the ideal SNR case (to within5 dB).

VII. CONCLUSIONS K

In this paper, we analyzed the performance of turbo cod
on Rayleigh fading channels with noncoherent detectic -f
and without channel state information (CSI). We obtaine
the modified turbo decoder transition metric for the cas ‘ ‘ ‘ [ [ [ [ [
of no CSI. We proposed an online SNR estimation tecl %% % 0% 046 o tsicraios o0 0% 0%
nigue, for decoding turbo codes, based on the ratio of cer-

tain observables at the output of the noncoherent detec-  Fig- 2. Received SNRy, versus estimated parameter,

tor, for both the AWGN channel and the Rayleigh fad-
ing channel. With information theoretic capacity calcu-
lations, we showed that, for Rayleigh fading channel

the channel capacity with non-coherent detection witt

out CSl is quite close to the case with CSI. Finally, w

—#*—  Coherent AWGN
—*—  noncoher AWGN (ldeal)
—+—  noncoher AWGN (Est)

. . Rayleigh NCSI (Ideal
showed, through simulations, that the performance of | © " Rayleigh NCSI §Ese§)
H H -2 -0- Rayleigh CSlI (Ideal)

noncoherent turbo decoder on Rayleigh fading channe 1 “o-  Rayieigh OSI (Est)

without CSI is quite close to the performance with CS
for both the cases of true SNR and estimated SNR, ancg
just about 1.5 dB away from the performance on a nonc '
herent AWGN channel.

Rate-1/3 Turbo Code
Generator: (1,21/37),
Log-MAP Turbo Decoder

Block Length: 5000 bits
8 lterations

Bit Errol
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