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Abstract— Large MIMO systems with tens of antennas in each
communication terminal using full-rate non-orthogonal space-
time block codes (STBC) from Cyclic Division Algebras (CDA)
can achieve the benefits of both transmit diversity as well as
high spectral efficiencies. Maximum-likelihood (ML) or near-
ML decoding of these large-sized STBCs at low complexities,
however, has been a challenge. In this paper, we establish that
near-ML decoding of these large STBCs is possible at practically
affordable low complexities. We show that the likelihood ascent
search (LAS) detector, reported earlier by us for V-BLAST, is
able to achieve near-ML uncoded BER performance in decoding
a 32×32 STBC from CDA, which employs 32 transmit antennas
and sends 322 = 1024 complex data symbols in 32 time slots in
one STBC matrix (i.e., 32 data symbols sent per channel use). In
terms of coded BER, with a 16× 16 STBC, rate-3/4 turbo code
and 4-QAM (i.e., 24 bps/Hz), the LAS detector performs close
to within just about 4 dB from the theoretical MIMO capacity.
Our results further show that, with LAS detection, information
lossless (ILL) STBCs perform almost as good as full-diversity
ILL (FD-ILL) STBCs. Such low-complexity detectors can po-
tentially enable implementation of high spectral efficiency large
MIMO systems that could be considered in wireless standards.

Keywords – Large MIMO systems, full-rate non-orthogonal STBCs, low-

complexity detection, high spectral efficiency.

I. INTRODUCTION

Current wireless standards (e.g., IEEE 802.11n, 802.16e) have
adopted MIMO techniques [1]-[3] to achieve transmit diver-
sity (using space-time coding) and high data rates (using spa-
tial multiplexing). They, however, harness only a limited po-
tential of MIMO benefits since they use only a small number
of antennas (e.g., 2 to 4 antennas in 802.11n and 802.16e).
Significant benefits can be realized if large number of anten-
nas are used; e.g., large MIMO systems with several tens
of antennas in communication terminals can enable multi-
giga bit rate transmissions at high spectral efficiencies of the
order of several tens of bps/Hz1. Key challenges in realiz-
ing such large MIMO systems include low-complexity de-
tection, channel estimation, RF/IF technologies, and place-
ment of large number of antennas in communication termi-
nals2. Our focus in this paper is on low-complexity detection
in large space-time coded MIMO systems.

Spatial multiplexing (V-BLAST) with large number of anten-
nas can offer high spectral efficiencies, but it does not pro-
vide transmit diversity [2]. On the other hand, well known
orthogonal space-time block codes (STBC) have the advan-
tages of full transmit diversity and low decoding complexity,

1Spectral efficiencies achieved in current MIMO wireless standards are
only about 10 bps/Hz or less.

2We note that there can be several large MIMO applications where antenna
placement need not be a major issue. An example of such a scenario is high-
speed backbone connectivity between base stations using large MIMO links,
where large number of antennas can be placed at the base stations. Also,
tens of antennas can be placed in moderately sized terminals (e.g., laptops,
set top boxes) that can enable interesting spectrally efficient, high data rate
applications like wireless IPTV distribution.

but suffer from rate loss for increasing number of transmit
antennas [3],[4],[5]. In this regard, we point out that full-rate
non-orthogonal STBCs from Cyclic Division Algebras (CDA)
[6] are attractive to achieve high spectral efficiencies in addi-
tion to achieving full transmit diversity, using large number
of transmit antennas. However, while maximum-likelihood
(ML) decoding of orthogonal STBCs can be achieved in just
linear complexity, ML or near-ML decoding of non-orthogonal
STBCs from CDA gets prohibitively complex for large num-
ber of transmit antennas. Consequently, a key challenge in re-
alizing the benefits of these full-rate non-orthogonal STBCs
in practice is that of achieving near-ML performance for large
number of transmit antennas at low complexities. Our main
contribution in this paper is that we establish that near-ML
decoding of large non-orthogonal STBCs from CDA is pos-
sible at practically affordable low complexities.

Sphere decoding and several of its low-complexity variants
are known in the literature [7]-[9]. These detectors, however,
are prohibitively complex for large number of antennas. Re-
cent approaches to low-complexity multiuser/MIMO detec-
tion involve application of techniques from belief propagation
[10], Markov Chain Monte-Carlo methods [11], neural net-
works [12],[13],[14], etc. In particular, in [13],[14], we pre-
sented a powerful Hopfield neural network based MIMO de-
tection algorithm, termed as likelihood ascent search (LAS)
algorithm, and demonstrated its near-ML performance at low
complexities in large MIMO systems with tens to hundreds of
antennas. A multistage version of the LAS algorithm, termed
as M-LAS algorithm, and a method to obtain soft outputs
from the LAS algorithm are presented in [15].

In this paper, we adopt the LAS algorithm to decode large
STBCs from CDA and report interesting results. Assuming
i.i.d. Rayleigh fading and perfect channel knowledge at the
receiver, we show that the LAS algorithm is able to decode
large non-orthogonal STBCs (e.g., 16×16 and 32×32 STBCs
from CDA) and achieve near SISO AWGN uncoded BER per-
formance as well as near-capacity (within 4 dB from theo-
retical MIMO capacity) coded BER performance. We note
that decoding and BER performance of large non-orthogonal
STBCs like the 32 × 32 STBC from CDA have not been re-
ported so far. The low-complexity attribute of the LAS de-
tector further allows us to study the performance difference
between STBCs operated at high spectral efficiencies, in re-
lation to their full-diversity (FD) and information lossless-
ness (ILL) features. Our results show that the performance of
‘ILL-only’ STBCs is almost the same as that of ‘FD and ILL’
(FD-ILL) STBCs, suggesting that, in such cases, the simplic-
ity of ILL-only STBCs can be taken advantage of without in-
curring much performance loss compared to FD-ILL STBCs.
LAS detection performance for Nr <Nt is also presented.
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II. STBC MIMO SYSTEM MODEL

Consider a space-time block coded MIMO system with mul-
tiple transmit and receive antennas. An (n, p, k) STBC is
represented by a matrix Xc ∈ C

n×p, where n and p denote
the number of transmit antennas and number of time slots,
respectively, and k denotes the number of complex data sym-
bols sent in one STBC matrix. The (i, j)th entry in Xc rep-
resents the complex number transmitted from the ith trans-
mit antenna in the jth time slot. The rate of an STBC, r, is

r
�
= k

p . Let Nr and Nt = n denote the number of receive
and transmit antennas, respectively. We assume quasi-static
fading, where the channel gains are assumed to remain con-
stant over one STBC block and vary (i.i.d) from one STBC
block to the other. Let Hc ∈ C

Nr×Nt denote the channel
gain matrix, where the (i, j)th entry in Hc is the complex
channel gain from the jth transmit antenna to the ith receive
antenna. Assuming rich scattering, we model the entries of
Hc as i.i.d CN (0, 1). The received space-time signal matrix,
Yc ∈ C

Nr×p, can be written as

Yc = HcXc + Nc, (1)

where Nc ∈ C
Nr×p is the noise matrix at the receiver and

its entries are modeled as i.i.d CN (
0, σ2 = NtEs

γ

)
, where Es

is the average energy of the transmitted symbols, and γ is the
average received SNR per receive antenna [3], and the (i, j)th
entry in Yc is the received signal at the ith receive antenna in
the jth time-slot. In a linear dispersion (LD) STBC [3], Xc can
be decomposed into a linear combination of weight matrices
corresponding to each data symbol and its conjugate as

Xc =
k∑

i=1

x(i)
c A(i)

c + (x(i)
c )∗E(i)

c , (2)

where x
(i)
c is the ith complex data symbol, and A(i)

c ,E(i)
c ∈

C
Nt×p are its corresponding weight matrices. The LAS de-

tection algorithm we presented in [13],[14] can decode gen-
eral LD STBCs of the form in (2). For the purpose of simplic-
ity in exposition, here we consider a subclass of LD STBCs,
where Xc can be written in the form

Xc =
k∑

i=1

x(i)
c A(i)

c . (3)

Applying the vec (.) operation on Yc and using (2), we have

vec (Yc) =
k∑

i=1

x(i)
c vec (HcA

(i)
c ) + vec (Nc). (4)

If U,V,W,D are matrices such that D = UWV, then it is
true that vec (D) = (VT ⊗ U) vec (W), where ⊗ denotes the
tensor product of matrices. Using this, we can write (4) as

vec (Yc) =

k∑
i=1

x(i)
c (I ⊗ Hc) vec (A(i)

c ) + vec (Nc), (5)

where I is the p × p identity matrix. Further, define yc
�
=

vec (Yc), Ĥc
�
= (I ⊗ Hc), a(i)

c
�
= vec (A(i)

c ), and nc
�
=

vec (Nc). From these definitions, it is clear that yc ∈ C
Nrp×1,

Ĥc ∈ C
Nrp×Ntp, a(i)

c ∈ C
Ntp×1, and nc ∈ C

Nrp×1. Let
us also define a matrix H̃c ∈ C

Nrp×k, whose ith column is
Ĥc a(i)

c , i = 1, · · · , k. Let xc ∈ C
k×1, whose ith entry is the

data symbol x
(i)
c . With these definitions, we can write (5) as

yc =

k∑
i=1

x(i)
c (Ĥc a(i)

c ) + nc = H̃cxc + nc. (6)

Each element of xc is an M -PAM or M -QAM symbol. M -
PAM symbols take discrete values from {Am, m = 1, · · · , M},
where Am = (2m−1−M), and M -QAM is nothing but two
PAMs in quadrature. Let yc, H̃c, xc, and nc be decomposed
into real and imaginary parts as follows:

yc = yI + jyQ, xc = xI + jxQ,

nc = nI + jnQ, H̃c = HI + jHQ. (7)

Further, we define Hr ∈ R
2Nrp×2k, yr ∈ R

2Nrp×1, xr ∈
R

2k×1, and nr ∈ R
2Nrp×1 as

Hr =
(

HI − HQ

HQ HI

)
, yr = [yT

I yT
Q]T , (8)

xr = [xT
I xT

Q]T , nr = [nT
I nT

Q]T . (9)

Now, (6) can be written as

yr = Hrxr + nr. (10)
Henceforth, we work with the real-valued system in (10). For
notational simplicity, we drop subscripts r in (10) and write

y = Hx + n, (11)

where H = Hr ∈ R
2Nrp×2k, y = yr ∈ R

2Nrp×1, x = xr ∈
R

2k×1, and n = nr ∈ R
2Nrp×1. We assume that the channel

coefficients are known at the receiver but not at the transmit-
ter. Let Ai denote the M -PAM signal set from which xi (ith
entry of x) takes values, i = 1, · · · , 2k. Now, define a 2k-
dimensional signal space S to be the Cartesian product of A1

to A2k. The ML solution is then given by

dML =
arg min
d ∈ S

dT HT Hd − 2yT Hd, (12)

whose complexity is exponential in k.

A. Full-rate Non-orthogonal STBCs from CDA

We focus on the detection of square (i.e., n = p = Nt), full-
rate (i.e., k=pn=N2

t ), circulant (where the weight matrices
A(i)

c ’s are permutation type), non-orthogonal STBCs from
CDA [6], whose construction for arbitrary number of trans-
mit antennas n is given by the matrix in (12.a) given at the
bottom of the next page. In (12.a), ωn = e

j2π
n , j =

√−1,
and xu,v , 0 ≤ u, v ≤ n − 1 are the data symbols from a
QAM alphabet. When δ = e

√
5 j and t = ej, the STBC in

(12.a) achieves full transmit diversity (under ML decoding)
as well as information-losslessness [6]. When δ = t = 1,
the code ceases to be of full-diversity (FD), but continues to
be information-lossless (ILL) [16]. High spectral efficiencies
with large n can be achieved using this code construction. For
example, with n = 32 transmit antennas, the 32 × 32 STBC
from (12.a) with 16-QAM and rate-3/4 turbo code achieves a
spectral efficiency of 96 bps/Hz. This high spectral efficiency
is achieved along with the full diversity of order nNr. How-
ever, since these STBCs are non-orthogonal, ML detection
gets increasingly impractical for large n. Consequently, a key
challenge in realizing the benefits of these large STBCs in
practice is that of achieving near-ML performance for large n
at low decoding complexities. Our simulation results in Sec.
IV show that the LAS detection algorithm, reported by us in
[13],[14] for V-BLAST and summarized in the next section,
essentially meets this challenge.
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III. LAS ALGORITHM FOR LARGE MIMO DETECTION

The LAS algorithm starts with an initial vector d(0), given by
d(0) = By, where B is the initial solution filter, which can
be a matched filter (MF) or zero-forcing (ZF) filter or MMSE
filter. The index m in d(m) denotes the iteration number in a
given search stage. The ML cost function after the kth itera-
tion in a given search stage is given by

C(k) = d(k)T

HT Hd(k) − 2yT Hd(k). (13)

The d vector is updated from kth to (k + 1)th iteration by
updating one symbol, say, the pth symbol, as

d(k+1) = d(k) + λ(k)
p ep, (14)

where ep denotes the unit vector with its pth entry only as one,
and all other entries as zero. Since d(k) and d(k+1) should
belong to S, λ

(k)
p can take only certain integer values. For

example, for 16-QAM, Ap = {−3,−1, 1, 3}), and λ
(k)
p can

take values only from {−6,−4,−2, 0, 2, 4, 6}. Using (13)
and (14), and defining a matrix G as

G
�
= HT H, (15)

we can write the cost difference C(k+1) − C(k) as

F(l(k)
p )

�
= C(k+1) − C(k) = l(k)2

p ap − 2l(k)
p |z(k)

p |, (16)

where z
(k)
p is the pth entry of the z(k) vector given by z(k) =

HT (y − Hd(k)), ap
�
= (G)p,p is the (p, p)th entry of the G

matrix, and l
(k)
p = |λ(k)

p |. The value of l
(k)
p which gives the

largest descent in the cost function from the kth to the (k +
1)th iteration (when symbol p is updated) is obtained as

l
(k)
p,opt = 2

⌊
|z(k)

p |
2ap

⌉
, (17)

where �.� denotes the rounding operation. If d
(k)
p were up-

dated using l
(k)
p,opt, it is possible that the updated value does

not belong to Ap. To avoid this, we adjust l
(k)
p,opt so that the

updated value of d
(k)
p belongs to Ap. Let

s =
arg min

p
F(l(k)

p,opt). (18)

If F(l
(k)
s,opt) < 0, the update for the (k + 1)th iteration is

d(k+1) = d(k) + l
(k)
s,optsgn(z(k)

s )es (19)

z(k+1) = z(k) − l
(k)
s,optsgn(z(k)

s )gs, (20)

where gs is the sth column of G. If F(l(k)
s,opt) ≥ 0, then

the search terminates. In an uncoded system, d(k) is declared
as the detected data vector. In coded systems, however, soft
inputs to the decoder are preferred.



∑n−1
i=0 x0,i ti δ

∑n−1
i=0 xn−1,i ωi

n ti δ
∑n−1

i=0 xn−2,i ω2i
n ti · · · δ

∑n−1
i=0 x1,i ω

(n−1)i
n ti∑n−1

i=0 x1,i ti
∑n−1

i=0 x0,i ωi
n ti δ

∑n−1
i=0 xn−1,i ω2i

n ti · · · δ
∑n−1

i=0 x2,i ω
(n−1)i
n ti∑n−1

i=0 x2,i ti
∑n−1

i=0 x1,i ωi
n ti

∑n−1
i=0 x0,i ω2i

n ti · · · δ
∑n−1

i=0 x3,i ω
(n−1)i
n ti

...
...

...
...

...∑n−1
i=0 xn−2,i ti

∑n−1
i=0 xn−3,i ωi

n ti
∑n−1

i=0 xn−4,i ω2i
n ti · · · δ

∑n−1
i=0 xn−1,i ω

(n−1)i
n ti∑n−1

i=0 xn−1,i ti
∑n−1

i=0 xn−2,i ωi
n ti

∑n−1
i=0 xn−3,i ω2i

n ti · · · ∑n−1
i=0 x0,i ω

(n−1)i
n ti


. (12.a)

A. Generation of Soft Outputs

Soft values at the LAS algorithm output can be generated for
the individual bits that constitute the M -QAM symbols as de-
scribed in [15]. These soft outputs can then be fed as inputs
to the decoder in coded systems. Let d = [x̂1, x̂2, · · · , x̂2N2

t
],

x̂i ∈ Ai denote the detected output vector from the LAS algo-
rithm. Let x̂i map to the bit vector bi = [bi,1, bi,2, · · · , bi,Ki ]

T ,
where Ki = log2 |Ai|, and bi,j ∈ {+1,−1}, i = 1, 2, · · · , 2N2

t

and j = 1, 2, · · · , Ki. Let b̃i,j ∈ R denote the soft value
for the jth bit of the ith symbol. Given d, we need to find
b̃i,j , ∀ (i, j).

Define vectors bj+
i and bj−

i to be the bi vector with its jth en-
try forced to +1 and -1, respectively. Let bj+

i and bj−
i demap

to xj+
i and xj−

i , respectively, where xj+
i , xj−

i ∈ Ai. Also, de-
fine vectors dj+

i and dj−
i to be the d vector with its ith entry

forced to xj+
i and xj−

i , respectively. Using the above defini-
tions, we obtain the soft output value for the jth bit of the ith
symbol as

b̃i,j =
‖y − Hdj−

i ‖2 − ‖y − Hdj+
i ‖2

‖hi‖2
. (21)

The RHS in the above can be efficiently computed in terms
of z and G [15].

B. Computational Complexity of LAS Detection of STBCs

The complexity of the LAS algorithm comprises of three com-
ponents, namely, i) computation of the initial vector d(0), ii)
computation of HT H, and iii) the search operation. Figure
1 shows the per-symbol complexity plots (obtained through
simulations) as a function of Nt = Nr for 4-QAM at an SNR
of 6 dB using MMSE initial vector. Two good properties of
the STBCs from CDA are instrumental in achieving low or-
ders of complexity for the computation of d(0) and HT H.
They are: i) the weight matrices A(i)

c ’s are permutation type,
and ii) the N2

t × N2
t matrix formed with N2

t × 1-sized a(i)
c

vectors as columns is a scaled unitary matrix. These prop-
erties allow the computation of MMSE / ZF initial solution
in O(N4

t ) complexity, i.e., in O(N2
t ) per-symbol complex-

ity since there are N2
t symbols in a STBC matrix. Likewise,

the computation of HT H can be done in O(N3
t ) per-symbol

complexity. The average per-symbol complexity of the search
operation is of order O(N2

t ). This can be observed from
Fig. 1, where it can be seen that the per-symbol complex-
ity in the initial vector computation plus the search operation
is O(N2

t ); this complexity plot runs parallel to the c1N
2
t line.

With the computation of HT H included, the complexity or-
der is more than N2

t . From the slopes of the plots in Fig. 1,
we find that the overall per-symbol complexities for Nt = 16
and 32 are proportional to N2.5

t and N2.7
t , respectively.

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings.
978-1-4244-2324-8/08/$25.00 © 2008 IEEE. 3

Authorized licensed use limited to: INDIAN INSTITUTE OF SCIENCE. Downloaded on April 27, 2009 at 08:49 from IEEE Xplore.  Restrictions apply.



2 3 4 5 6 7 8
5

10

15

20

25

30

log
2
(N

t
)

 lo
g 2( 

N
um

be
r 

of
 o

pe
ra

tio
ns

 p
er

 s
ym

bo
l) 

 c
1
N

t
2

 c
2
N

t
3

 d(0), search

 d(0), search, HTH

SNR = 6 dB

Fig. 1. Computation complexity of the LAS algorithm in decoding non-
orthogonal STBCs from CDA. MMSE initial vector. 4-QAM.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present the uncoded/turbo coded BER per-
formance of the LAS detector in decoding non-orthogonal
STBCs from CDA. We consider two STBC designs, namely,
i) ‘FD-ILL’ STBCs where δ = e

√
5 j, t = ej in (12.a), and

ii) ‘ILL-only’ STBCs where δ = t = 1. The SNRs in all the
BER performance figures are the average received SNR per
received antenna, γ, defined in Sec. II [3]. In all the simula-
tions, we have taken MMSE filter as the initial filter.

Uncoded BER as a function of increasing Nt = Nr: In Fig.
2, we plot the uncoded BER performance of the LAS detec-
tor in decoding ILL-only and FD-ILL STBCs for Nt = Nr =
4, 8, 16, 32 and 4-QAM. SISO AWGN performance (without
fading) is also plotted for comparison. It is interesting to ob-
serve that the BER improves and gets closer to SISO AWGN
performance for increasing Nt = Nr. For example, with
Nt = Nr = 16, 32, for BERs better than 10−3, the per-
formance achieved by the LAS detector is very close to the
SISO AWGN performance. This implies that the detector is
able to effectively make each of the 1024 data symbols in a
32×32 STBC matrix see almost an independent AWGN-only
channel without interference from other symbols (although
the symbols are entangled in the STBC matrix to start with).
We note that, to our knowledge, this is the first time decod-
ing and near-SISO AWGN BER performance for a 32 × 32
non-orthogonal STBC from CDA are reported.

Performance of ILL-only versus FD-ILL STBCs: Another ob-
servation that can be made in Fig. 2 is that the performance of
ILL-only STBCs with LAS detection for Nt = Nr = 4, 8, 16
and 4-QAM are as good as those of the corresponding FD-
ILL STBCs. A similar closeness between the performance of
ILL-only and FD-ILL STBCs is observed in the turbo coded
BER performance as well, which is shown in Fig. 3 for a
16 × 16 STBC with 4-QAM and turbo code rates of 1/3, 1/2
and 3/4. This is an interesting observation, since this sug-
gests that, in such cases, the computational simplicity with
δ = t = 1 in ILL-only STBCs can be taken advantage of
without incurring much performance loss compared to FD-
ILL STBCs for which δ = e

√
5 j, t = ej.

Turbo coded BER and nearness-to-capacity results: In all the
turbo coded BER simulations, we fed the soft LAS outputs
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Fig. 3. Turbo coded BER of the LAS detector for 16×16 ILL-only and FD-
ILL STBCs. 4-QAM, turbo code rates: 1/3, 1/2, 3/4 (10.6, 16, 24 bps/Hz).
LAS detector performs close to within about 4 dB from capacity. ILL-only
STBCs perform as good as FD-ILL STBCs.

presented in Sec. III-A as input to the turbo decoder. In Fig.
3, we plot the turbo coded BER of the LAS detector in decod-
ing 16 × 16 FD-ILL and ILL-only STBCs, with 4-QAM and
turbo code rates 1/3 (10.6 bps/Hz), 1/2 (16 bps/Hz), 3/4 (24
bps/Hz). The minimum SNRs required to achieve these ca-
pacities

(
obtained through the ergodic capacity expression in

[1]
)

are also shown. It can be observed that the LAS detector
performs close to within just about 4 dB from capacity. Also,
the coded BER performance of FD-ILL and ILL-only STBCs
are almost the same. Figure 4 shows the coded BER and
nearness to capacity results of the LAS detector in decoding
32 × 32 ILL-only STBC with 16-QAM and turbo code rates
1/3 (42.6 bps/Hz), 1/2 (64 bps/Hz), 3/4 (96 bps/Hz), where
performance close to within about 10 dB from capacity are
observed to be achieved.

Performance in asymmetric MIMO with Nr < Nt: In the per-
formance plots in Figs. 2 to 4, we have considered Nt = Nr.
Asymmetric MIMO scenarios where Nr < Nt are of practi-
cal interest; while large Nt can be provided at the base sta-
tions, a smaller Nr may be preferred at the user terminals.
In this context, we evaluated the performance of the LAS de-
tector for Nr < Nt for 8 × 8 and 16 × 16 ILL-only STBCs.
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Fig. 4. Turbo coded BER of the LAS detector for 32 x 32 ILL-only STBC.
16-QAM, turbo code rates: 1/3, 1/2, 3/4 (42.6, 64, 96 bps/Hz). The LAS
detector performs close to within about 10 dB from capacity.
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Fig. 5. Uncoded BER of the LAS detector in asymmetric MIMO with
Nr < Nt. 8×8 ILL-only STBC, Nt = 8, 4-QAM. Good BER performance
is achieved even with Nr = 6, 7 .
Figure 5 shows the uncoded BER performance of the LAS de-
tector for 8× 8 ILL-only STBC with Nt = 8 and 4-QAM for
different values of Nr ≤ 8. It can be observed that decreas-
ing Nr results in degraded BER compared to that for Nr = 8,
causing error floors. This is expected as the receive signal di-
mension is less than that of the transmit signal dimension for
Nr < Nt. However, the BER degradation is not catastrophic
when Nt − Nr is small. Particularly, the error floors occur at
sufficiently low BERs

(
e.g., < 2 × 10−3 for up to Nr = 6

)
.

Such low uncoded BERs are sufficiently small for the outer
turbo codes to be effective. We illustrate this point in Fig.
6, where we show the coded BER plots of LAS detector in
decoding 16 × 16 ILL-only STBC with Nt = 16, Nr = 12,
4-QAM, and turbo code-rates of 1/3, 1/2, 3/4. It can be seen
that the LAS detector is able to achieve close to within about 8
dB from theoretical capacity, indicating its effectiveness even
in asymmetric MIMO systems with Nr < Nt.

V. CONCLUSIONS

We presented a near-ML low-complexity algorithm for the
detection of large, high-rate, non-orthogonal STBCs from CDA
with tens of antennas. We note that we have decoded perfect
codes of large sizes also using the LAS detector. With the fea-
sibility of such low-complexity detectors, large MIMO sys-
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Fig. 6. Turbo coded BER of the LAS detector in asymmetric MIMO with
Nr < Nt. 16 × 16 ILL-only STBC, Nt = 16, Nr = 12, 4-QAM, turbo
code rates: 1/3, 1/2, 3/4 (10.6, 16, 24 bps/Hz). The LAS detector performs
close to within about 8 dB from capacity.

tems with tens of antennas and high spectral efficiencies can
become practical, enabling interesting high data rate wire-
less applications (e.g., wireless IPTV distribution). The low-
complexity feature of the LAS detector can allow the inclu-
sion of 4×4, 8×8, 16×16 non-orthogonal STBCs from CDA
into wireless standards like IEEE 802.11n and IEEE 802.16e,
which can allow higher spectral efficiencies than those that
are currently possible in these standards.
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